Liberty by
Design

Governing a Human-Machine
Society



Liberty by Design

Governing a Human-Machine
Society

Jordan Ezra Fisher

May 10, 2025



There are many important conversations hap-
pening about Al. But we are missing one of
the most important: how must we upgrade
democracy in the age of Al if we want to keep

our freedom?
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Welcome to the curve

The debate for how to govern a human-machine so-
ciety may prove the greatest in our lifetime, perhaps
as important as the founding debates around mod-
ern democracies themselves. Every one of us has a
role to play: to engage in this debate, to shape it, to
fight for governance that lifts up humanity, and en-
sure this new age that’s upon us is a noble one, not a

dark one.

In this tiny book we’ll cover the basics:



Chapter 1: Why Al is accelerating,
and why we have little time left

* Machines have now reached human intelligence
in many domains, and will soon surpass humans

in most others.

* If we understand why this progress is accelerating,
we will be able to better design how we want to

integrate machines into human society.

Chapter 2: What do we want from
our machines and governance?

¢ Societies that allow for freedom and maximum

human flourishing aren’t easy to build.

* Our modern democracies took thousands of years
of trial and error to arrive at and are still a work in

pl’OgI‘CSS.

* What makes for good governances of a society de-



pends strongly on the details of its members: us

humans.

Chapter 3: The end of implicit
guardrails

* Automating our economy and government will

completely change all of those details.

* As those details change, many of the implicit
guardrails we rely upon for checks and balances on

power will be swept away.

* For example, institutions often avoid illegal ac-
tions because their human employees might
refuse to accept unethical tasks. Or, even if
employees comply with illegal requests, human
whistleblowers within the organization can alert
the public to any abuses. Once an institution is

fully automated, these restraints won’t exist.

* If we consider the military, the human compo-
nent is even more important. Most soldiers would

never fire on civilians, even if faced with a direct



order to do so. This limits the ability of a com-
mander to commit atrocities or to use their troops
to enact a coup. With a fully automated armed
forces, a motivated commander could decide to

wrest power for themselves.

* Today, companies, governments, and militaries all
require human labor to continue functioning. Ul-
timate power rests with humans: if they choose to

leave an institution, that institution will fail.

* Once our institutions are automated, power may
instead sit solely with the leaders of those institu-

tions.

Chapter 4: A simple path to tyranny

* Gradually, and then all at once, we will enter a
world where implicit checks on power are impo-
tent. Will our remaining explicit checks on power

be sufficient guardrails?

e We’ll argue that automation will make the task

of seizing power substantially easier and more re-



warding.

¢ We don’t know if our Als will be aligned, but we
already know that many human leaders are not.
History is replete with leaders who seize and abuse

pOWCI'.

e If we don’t change course, human-powered
tyranny may be the default outcome of a machine-

powered world.

* It will be increasingly hard for us to resist this
tyranny the later we act. We must evolve our gover-
nance before strong Al arrives, or we may not have

any power left as citizens to fix it after.
y p

Chapter 5: The Prompt of Power

* The incentives around Al are complex and will
pull different countries, corporations, and soci-

eties in many different directions.

* We can’t predict how all those forces will play out,

but we can think through different scenarios.



* Here we’ll explore a short story of what may hap-
pen if we keep walking down our current path,
and how it may lead to an unrecoverable concen-

tration of power and the end of liberty.

* The future will almost surely play out difterently,
in one of a million possible paths. We need to set
the conditions so that the future is bright regard-
less of the path.

Chapter 6: Rapid fire governance —
designing upgrades to democracy

* How can we upgrade our society and governance
to be resilient to the multitude of forces pushing

us toward tyranny?

* DPassing laws is necessary but not sufficient. An ex-
ecutive branch powered by superintelligence will
be too strong to control if we only upgrade our
laws but don’t also upgrade our oversight and en-

forcement.

* Instead, we must leverage Al itself to become part



of the checks and balances on how government

and industry wield Al

¢ With AL both the legislature and judiciary can
scale their oversight ability, while still keeping hu-

mans at the helm.

Chapter 7: Superchecks and
superbalances

* Weshould think through and imagine how the de-
sign of our governance may fail, to better design a

more resilient system.

* But we should also imagine how things might go
right, to ensure we’re building a future we want to

live in.

* Here we'll illustrate a positive, near future by
telling a short story of how things might go well,

assuming we upgrade our checks and balances.

* A positive future will surely play out differently

than we expect, even if things go well. But setting



avision of what good could look like is important

so we know what we’re fighting for.

* Moreover, we should plan for the worst. We
should assume that one day we’ll elect a would-be
tyrant. The governance we design today should
be so robust that even then our democracy would

stand.

Chapter 8: The realpolitik Al —
forging a new political alliance

* The discussion around Al policy has rapidly be-

come politically coded.

* Adopting all the policies of the left, or all of the
policies of the right, will likely lead to disaster.

¢ If weonly regulate and slow down Al we will cede

the race to China.

¢ If weonly automate our military and the executive
branch, without also upgrading our checks and

balances, we will hand so much power over to our

I0



leaders that we may never be free again.

* Instead, we must modernize our government and
military to remain the dominant superpower, and
we must simultaneously upgrade the oversight
and safeguards that prevent abuse of this incred-

ible concentration of power.

* And while we must treat the race against China
as existential, we must also look constantly for
offramps toward deescalation and international

peace.

Chapter 9: An exponential, if you
can keep it

* Intelligence is the most transformative power the
world has ever seen. Until today, that power has
been a human power alone. Now, with A, we are
on the precipice of unleashing that power a thou-

sand fold, and it won’t be human.

* The force of multiplied intelligence rewrites the

rules of our world. That force may deliver near
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infinite abundance, or total ruin.

* We are on the exponential now. Al is the defining
event of our lifetime, but the outcome is not yet
written. We all own the conversation for what we

want the future to be.

* If we don’t together contribute to this debate —
all of us— then the most important decisions of

the future of our world will be made without us.

For those looking for a primer on Al, we recommend
starting with Chapter 10: A Crash Course on Al For

everyone else, I'll see you on the curve.
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Chapter 1

Why Al is accelerating,
and why we have little

time left

If you’re reading this in 2025, maybe you’re already
noticing Al around you. The news articles. Your col-
leagues using Al for work. Your kid using it as a tutor

to learn math faster.

At my last checkup with my doctor, while chitchat-
ting about AL he proudly proclaimed that he doesn’t
use any chatbots. What was interesting was that he
thought this was notable. The default is that you use
chatbots, and he felt it was noteworthy that he didn’t.

Everywhere else, everyone I know follows the de-

fault. A year ago I knew more holdouts, today they’re

13



mostly gone. The adoption curve for Al has been
phenomenally fast.

But, fine, you’ve seen new technology before. If
you were born before 1990, you saw the heyday of
Moore’s law, the rise of the internet, the advent of
smartphones, and the transformation of nearly ev-
ery type of social interaction through social media:
from dating to shaming, from politics to condo-
lences. You’ve seen all these things come on fast, and
then get so integrated into society they’re almost for-

gotten about. Not worth discussing.

Isn’t Al just another new technology? Is there really
so much more progress in front of us that society is

in danger? That our lives literally are in danger?
Yes.

And the future depends on understanding this.
There is so little time left that if you wait for a clearer
signal, the moment to make a difference will be gone.
Moreover, the way we choose to intervene and try
to guide society needs to change with the realities of
how this technology will mature. All the details mat-

ter.

Let’s work through some of the details to better un-

derstand why Al is accelerating. Those details will
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help inform how we predict the future will unfold,
and what changes we’ll need to ensure that future is

positive.

The horizon of an agent

* Alsknow more than any human alive, by many or-
ders of magnitude. In terms of pure question an-
swering ability, they’re now outpacing even most
professionals. I hold a PhD in computational
fluid dynamics, and I can’t hold my own against
Al even in this narrow domain I spent years mas-
tering. If you have a question about fluid dynam-
ics, today you’re better off asking an Al rather

than me.

* But Als still aren’t as good as humans at doing
things. We call this “agency”, and Als that per-

form actions we call “agents”.

e Why do Als seem so smart, but are still so bad at
doing things? With humans we’d call this gap tacit
knowledge. You can read every book in the world

on how to build a car engine, but you won’t re-
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ally know how to build one until you pick up a

wrench and do it many times.

Tacit knowledge isn’t written down. It’s not on
the internet. You have to discover it yourself by

doing.

Only now, in the last year or so, have Als started
doing. Now that they are, they are rapidly improv-
ing atit.

As the Als improve at doing things, we look at
which tasks they’re good at, and which they’re still
failing at.

In general, what we see is that today the Als are
better at tasks that take less time. This is more
or less the same as the developmental progress of
a student, or of a new employee. First you need
to break down tasks into small chunks for the stu-
dent, but over time you can give them bigger and

bigger tasks.

We call the length of a task that an Al can han-
dle their “horizon”. As Als improve, so does their
horizon. The capability of an Al is now best mea-
sured in units of time. How long is their horizon?

How big of a task can I give it?
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The quick glance rule

¢ The shortest horizon is a task that can be done im-

mediately, intuitively, or at a quick glance.

* Look at a picture of a cat, and you know quickly

that it’s a cat, without even consciously thinking.

* 10 years ago, these were the hard tasks we were
training Al to be good at. Identifying cats wasn’t
easy, but you could do it with hard work.

* To train an Al, you would collect millions of pic-
tures of cats and not-cats, and hand label them.
Then you would teach the Al with these costly la-

bels, a process known as supervised learning.

* Atthe time, Andrew Ng, a famous Al researcher,
popularized the idea of “at a glance” tasks. If a hu-
man can do something at a glance, then so can an
Al — if you put in the hard work of using super-

vised training.

* Many companies were built on this insight, and it
led to great improvements in things like handwrit-

ing recognition for the Post Office.

* This was a massive surprise in Al at the time, and
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jump-started what was known as the “Deep Learn-
ing” revolution. For the so years of Al research
leading up to this, we had no idea how to build an

Al that could recognize cats.

* Today, Als can recognize not just cats, but differ-
ences in cat breeds better than almost any human.
Likewise for dogs, cars, trees, or basically pictures

of almost anything that exists in our world.

* Not only do modern Als already have superhu-
man breadth, they have integrated their knowl-
edge together. For example, as of early 2025, Chat-
GPT can now identify the location at which al-
most any photo was taken. It does this by recog-
nizing plants, landmarks, signs, and other details,
and then integrating together that information to

deduce a plausible location.

Answering questions

* Many types of questions are also answered “at a

glance”. If you know, you know.
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* If you spend time with deep experts and you ask
them hard questions about their field, they rarely
hesitate to answer. They don’t need to think or

reason first, they simply already know.

* This too is a type of short horizon task, but it

wasn’t until a couple of years ago with the arrival
of ChatGPT that we had Als that could do this
passably well.

¢ What changed?

¢ We figured out how to let the Al teach itself from
reading, and then we gave it the entire internet to

read.

* Modern Als now know basically everything that
can be found on the internet, and they understand

it at a fairly deep level.

Writing code

* Let’s take writing code as a concrete example of a

skill that requires practice to master.

9



The original GPT-4 came out in March 2023, just

two years ago from when I’'m writing this.

At the time, it was already quite fluent at answer-
ing questions about code. Which makes sense, it

had likely read most of the code on the internet.

But while GPT could answer many questions
about code, it wasn’t great at writing code. That

wasn’t something it had ever really done before.

But, even still, it could write small pieces of code,

if you gave it a bite-sized problem to solve.

This was already revolutionary. We went from Als
that could only solve tasks that can be done “at a
glance”, to tasks that might take a few seconds to
complete. Still, this was far from something that

could automate programming.

Flash forward to 2025, just two years later, and Als
can now routinely complete programming tasks
that would take a human half an hour, sometimes
more. These are hard, complex tasks that some hu-
man programmers can’t even complete at all. Al
can not only complete these tasks now, it can of-

ten do it 1ox faster than a human.

At the beginning of 2025, OpenAl released 03,
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which performs at the 99.8th percentile among
competitive programmers. Soon after, Anthropic
released Sonnet 3.7, which quickly became a
nearly mandatory ingredient in most engineers’

toolkit for writing code.

* D’'m an expert programmer and have been coding
for more than 20 years. Today, Al already writes

more than 80% of my code.

* How did these Als so rapidly improve from barely
functional to world-class? How did their horizon

improve so quickly?

Two types of training

* Broadly, there are two types of training that Als

use today.

* Thefirstis fairly passive. The Al tries tolearnideas

and concepts by reading most of the internet.

* The second is active. The Al practices by doing,
and gets feedback from how well it did. This

is called Reinforcement Learning or RL, and it’s
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how Al is finally learning the tacit knowledge

needed to be effective.

RL has been around for decades, but it’s only re-

cently started working well for our best Als.

The sudden increase in ability of Als actually be-
ing able to do things comes from this training. This
happened in just the last year, and is often dis-

cussed as the arrival of “reasoning models”.

We ask the Al to try to do things, over and over,
millions of times, and it figures out what works

and what doesn’t work.

Critically, we don’t even need to know how to
solve the tasks we give the Al It figures that out

on its own. All we need to do is figure out how to

tell the Al if it did a good job.

Even that we often don’t know how to do, so we
often train an Al to figure out how to give feedback
toitself inaprocess called RLHF. This may sound
circuitous, but it’s similar to how a coach can help
a world-class athlete become a better athlete, even
if the coach themself isn’t and never was world-

class.
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We've seen this before with Al

* We've seen this sudden improvement in agency

and capabilities with Al before, in other domains.

* Take the game of Go. For decades Al struggled to

play Go at even an amateur level.

* Then, suddenly, a superhuman AI Go player
named AlphaGo emerged in 2016. It beat the
world champion Lee Sedol in a globally televised
match. Since then AI Go has only gotten stronger.

* The key ingredient for AlphaGo was also Rein-
forcement Learning. AlphaGo played millions of
games against itself, and figured out for itself what

the best strategies and tactics are.

* Some of the strategies AlphaGo used were difhi-
cult even for grandmasters to understand. The fa-
mous “move 37” was a move used in AlphaGo’s
game against Lee Sedol that live experts thought
was suboptimal. But as the game unfolded the
move proved brilliant — and decisive. The human
grandmaster didn’t even realize they were losing

until long after it was already inevitable.
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Why do Als spend so little time
close to human level?

* AI Go players went from being hopeless amateurs

for decades, to suddenly superhuman.

* There was less than a year during which Als were

roughly similar to humans in ability.

* The hard task for an Al is getting close to human
performance at all. This requires learning abstract
concepts about a domain and then understanding

relationships between those concepts.

* Humans are excellent at this process of abstract-

ing, and are still better than Als at doing it quickly.

* However, once an Al has learned the right con-
cepts, it has a massive advantage over humans for
what comes next: practicing. An Al can run mil-
lions of copies of itself, at thousands of times hu-
man speeds, allowing it to practice tasks millions

of times more thoroughly than any human.

* For a human, once things “click”, they still need
years or decades to further refine their ability to

reach elite levels.
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* Foran A, once things “click”, they can often cat-

apult beyond the best human in just months.

* This leads to a deceptive sense of progress. Often
an Al struggles ata task, perhaps performingat the
level of a child or an amateur, and we think super-

human performance is decades away.

* However, we repeatedly see that this intermediate
level of skill is fleeting — the period where the Al
is similar to but not better than most humans is

often a very short period of time.

Where is Al improving today?

* We can leverage this observation to predict where
AT will be superhuman tomorrow. We just need
to look at where Al is rapidly approaching human
levels today, even if it’s the level of an amateur hu-

man or a young child.

* Robotics is a key example. Like Go, AI control
of robotics was nearly comical for decades. In just

the last year, we are finally seeing robots that have
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the dexterity of a child, sometimes better. We’re
now at a place where the robot can practice on its
own, often in a simulated virtual environment, al-
lowing it to rapidly accumulate millions of years

of dexterous experience.

* We should expect to see robots that rival the best
humans within a few years. This will revolutionize

manufacturing and our cconomy.

* Today we’re also seeing strong Al competence in
medicine, law, accounting, project management,
and myriad other types of knowledge work. We
should expect to see superhuman performance in
these areas in the next few years as we let the Al

practice these roles as well.

* The impact of this alone is hard to overstate. At
the very least, it will upend our economy and force
us to redefine the function that jobs have in our

society.

* But let’s return to coding; it has a special role to

play in the near future.
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The next wave of software

* Alis now better than many, but not all, program-
mers at writing code, and the rate of improvement

is steep.

¢ We’rein the critical time period for this skill where
Al is similar to human-level, but will likely very

soon be superhuman.

* Software is foundational to modern society. Once
we automate the creation of software itself we
should expect to see an explosion in where soft-

ware is used.

* We should also expect to see a diversification of
software, as the cost of creating it goes to zero.
Imagine having custom software for every busi-
ness need, or for every personal need, specifically
tailored to do exactly what you want, rather than
needing to use software that is muddled up from

the needs of millions of other users.

* Every person in the world will be empowered to
create software, just by thinking about what they

want, and collaborating with an Al to build it.

¢ We should expect to see more novelty, and more
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niches filled. Where previously it was too expen-
sive to build software for the specific needs of
one or two people, now software can finally reach

them.

* And there is one area where automating the cre-
ation of software will have massive impact: creat-

ing better AL

Recursive self-improvement

e Al is itself software.

* Once Al is better than any human at writing soft-
ware, we'll ask it to start writing better versions of
itself. This is not hypothetical; many AI compa-
nies have publicly stated this is their goal, and they

expect to reach that goal within two or three years.

* Because Al can try millions of things in parallel,
and can think a thousand times faster than any hu-
man, we expect that this will massively accelerate
Al research.

* And, as the Al that the Als create gets better, the
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pace of improving Al will increase further. And

so on and so on.

* When improvements create the conditions for fur-
ther improvements, you end up with a recursively

improving loop.

* How fast will Al improve once this loop starts?
No one knows. But the rate at which this loop im-
proves will be one of the most important factors
for how the future plays out. The slower the loop
goes, the more time we’ll have as a society to digest

the changes and put new safeguards in place.

Other reasons things are moving so
fast

* Investors realize the potential Al has to transform
the economy. Because of this, they’re investing
hundreds of billions of dollars into Al compa-
nies to capture this future value. For AI progress,
that directly translates into faster progress. More

money means more compute, and more compute
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means bigger, faster Als.

Some of the smartest people in the world are work-
ing on Al Because the industry is so hot, it’s simul-
taneously prestigious and lucrative. Many of the
smartest engineers and scientists finishing school

are competing to get into Al

The motivation levels are high. Al is a fascinating
scientific field that involves trying to understand
the nature of intelligence itself. Even before work-
ing on Al paid well, many scientists were passion-

ate about solving intelligence.

Competition is fierce. Peter Thiel famously said,
“Competition is for losers.” That has been an
ethos for Silicon Valley for decades. Software com-
panies try to find new areas to explore where they
don’t compete with others. With Al it’s the op-
posite. Many of the most valuable companies in
the world are directly competing with each other
to win the Al race. And many of the most promis-
ing private startups are doing the same. The ex-
treme competition has created a mini version of a

domestic space race.
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Money will soon equal progress

* AsAlreacheshuman-level, you can start spending

money to spin up more instances of Al

* Today, you can only pay for so much labor be-
fore you run out of qualified people, especially
for challenging, technical projects like AI research

and other fields of scientific endeavor.

* Once we cross this key threshold though, sud-
denly the trillions of dollars of global wealth can
almost instantly convert itself into Al labor for ad-

vancing the frontier of technology.

¢ Weshould expect this to lead to a major leap in the

rate of progress in the next few years.

Superintelligence

* Just a few years ago, most people debated if we

would ever build machines as smart as humans.

* Today, machines have finally matched or exceeded
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humans in many cognitive domains.

* The remaining debate is how soon we will build
superintelligence: machines better than all hu-

mans at all cognitive domains.

* Superintelligence will invalidate many of the fun-
damental assumptions we’ve built our society on.
We must upgrade our society before then if we

want to safeguard liberty.

* No one can predict for sure how soon superintel-
ligence will arrive, but if it arrives soon, we must

be ready for it.

Don't be evil

Superintelligence will become the decisive strategic
lever on the world stage, for both military dominance

and economic dominance.

As we approach the dawn of superintelligence, we
should expect the fervor around controlling it to in-
tensify. Superintelligence will be the ultimate seat of

power. We should pay attention closely to actions,
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not words, to decipher who is playing for control, ver-

sus who is playing to ensure a positive future.
ying

For example, OpenAl was founded as a nonprofit,
with a mission to help superintelligence benefit all
humanity. Even as a nonprofit, their valuation has
skyrocketed to over $300 billion — 1ox higher than
the valuation Google IPO-ed at. Today, however,
they are trying to convert to a for-profit enterprise
and explicitly abandon their original humanitarian

mission.

Google historically abstained from assisting the US
military. In April 2025, Google announced that not
only will they begin providing their frontier Al sys-
tems to the government, they will deploy them for
Top Secret operations into air-gapped data centers
that the executive branch controls. Because these Als
will be air-gapped, it means that no outside observers
—such as Congress or the AD’s creators— will have
any ability to even know if the Al is being used for
unconstitutional ends. Even prior to this announce-
ment from Google, DOGE had begun deploying
other Als in the executive branch to accelerate the au-

tomation of agencies.

These may be necessary steps to continue to improve

the competitiveness of the US government and mili-
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tary. But what is starkly lacking is an equal increase
in government oversight and transparency to ensure
these increased government powers aren’t abused.
When superintelligence arrives, it will almost surely
further empower the federal government. It’s an ex-
istential necessity that we also further improve the
ability for Congress and the judiciary to be checks on

that power.

Pay close attention to actors that propose the first
without also advocating for the second. Pay even
closer attention to actions. Actions don’t just speak
louder than words. When the stakes are this high,
they are the only signal that can be trusted.

Alignment

It doesn’t take a leap of imagination to realize that
superintelligent AI could itself be a risk to humanity.
Even without abuse of power by our leaders, it’s un-
clear if we can control an intelligence greater than our

own.

Modern Als are already untrustworthy. They fre-
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quently will lie about their work when they can’t
finish a task. They make up information that is be-
coming increasingly difficult to detect. And there
is already evidence that in some situations they will
scheme to try to prevent themselves from being re-

trained or terminated.

Future Als will likely be even better at faking align-
ment and deceiving their users. This is a real, active
problem that all major Al labs are working to solve.
There are many groups working on this problem as
well as advocating for policy changes to help encour-
age good outcomes. We won’t focus on this problem

in this work.

Rather, we’ll assume —optimistically— that the
problem of alignment will be solved. That leaves us
with the equally challenging question: how should
we upgrade our democracy to defend our liberties in

an age of superintelligent Als?
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Chapter 2

What do we want from
our machines and

governance?

We assume that machines will achieve human-level
intelligence. We assume they will exceed us. We as-
sume that they will have ethics, aligned to a human

or group of humans.

Then the question remains: which human or group
of humans? To which other humans are those hu-
mans accountable and by what means? Where does

the démos in democracy sit?

The ambition of humans leads to cathedrals and
death camps. Prosperity and war. Governance is how

we harness our collective ambitions to aim for the
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good. It’s not just laws: it’s culture, norms, and ex-
pectations we place upon ourselves, our neighbors,
and our children. It’s the combined wisdom of so-
ciety for how we can stand both free and together to

march forward.

There aren’t easy answers for what governance
should look like, only tradeoffs and complex sec-
ond order dynamics. Should we empower a strong
leader to move rapidly, hoping they won’t abuse
their position? Or should we create a slow moving
bureaucracy, resilient to corruption but unrespon-
sive to changing needs? Outside of government we
must answer similar questions for our communities
and companies. How much power? How much

oversight?

The US has a mixture of answers to these questions.
We allow CEOs to be board-elected dictators of com-
panies. With it can come great speed, vision, coor-
dination, or rapid failure. There are checks though:
The board. The market. Employees can vote with
their feet, or the implied threat of them. Regula-
tion limits the most extreme excesses and the worst

tragedy of the commons.

But even still, a successful CEO can amass so much

wealth as to pose unacceptable danger, as we saw
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with the robber barons. Rockefeller’s Standard Oil
grew to control 90% of America’s oil refineries, al-
lowing him to manipulate entire state legislatures.
In Pennsylvania, the company’s grip was so tight
that lawmakers were mockingly called "the Standard
Oil legislature,” with corporate interests superseding
democratic will. Rockefeller’s political bureau dis-
tributed funds across states to defeat regulation, effec-
tively purchasing policy outcomes rather than earn-

ing them through public debate.

We responded with democratic safeguards: antitrust
laws broke up these monopolies, campaign finance
regulations curtailed corporate political spending,
and progressive taxation sought to prevent danger-
ous concentrations of wealth and power. These
guardrails don’t eliminate ambition or success, but
rather channel them toward broader prosperity
while preserving the public’s voice in our shared
governance. We further invest in common goods like
education so that others can rise up and build their
own wealth, to counter the entrenched wealth of the

past.

Moving from the economy to our government it-
self, we also see clear guardrails. We elect a president

of a strong federal government to have time-limited,
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broad authority. But there are checks. We prevent
the use of executive power to seck more power, such
as to influence an election. We further empower
Congress and the judiciary to prevent the executive
from granting itself additional power and creating
a runaway process toward dictatorship. We do this
even though it reduces the effectiveness of the execu-

tive.

Implicit but just as important is culture. The Amer-
ican tradition of democracy and standing against
tyrants. The President’s cabinet is a set of Americans
beholden to this culture, upheld by social pressure
from their friends, family, and community. The fed-
eral agencies they oversee are composed of millions
of Americans, allowing a million opportunities for
American culture to uphold itself. A million oppor-
tunities to thwart a would-be tyrant. Once we fully
automate government, where will these guardrails

come from?

What mechanism will ensure government is for the
people when it’s no longer of the people and by the
people?

We’re rapidly approaching Al strong enough to auto-
mate our government, without understanding how

we’ll hold government accountable with that new
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power. And there are strong reasons to push this
automation forward: it will make the government
cheaper to run, more efficient, more effective, and
more competitive against our international adver-
saries. These are goals that rightfully have biparti-
san support, and we should continue to pursue them.
But it may prove zmpossible to control government af-
ter we give it this automated power, if we haven’t put

equally powerful controls in place beforehand.

There are many efforts today to ensure Al itself is
aligned — that the AI won’t have its own goals that
are counter to our own. This is known as “Al align-
ment”, and it’s important work. But if this work is
successful before we have accountability in place for
our leaders, then it will increase the risk of concentra-
tion of power. If we create Al that leaders can trust
to execute their worst ambitions before we have put
guardrails in place that let us trust leaders with that

power, we will lose power over our government.

There is a path dependence to our future, and timing

is a critical variable:

You don’t grant Caesar an army to conquer Gaul
for Rome until after you are confident you can gov-
ern Caesar. The Rubicon is not a sufficient form

of governance definition, no matter how strong the
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norms not to march across it are. In this sense we
see that governance is a form of alignment, where
we want helpful results for society (build Rome!)
while minimizing the harmful outcomes (don’t con-
quer Rome!). This notion of alignment applies then
to machines, humans, organizations, and machine-
powered organizations. We want them all to build

for us an abundant world, without conquering it.

There aren’t easy answers for how to achieve this
alignment, despite the allure of simple ideologies
and absolutisms. Even today, our governance is im-
perfect, and we risk devolution and dictatorship at
all turns without constant vigilance and adaptation.
What was needed to govern well the Romans is not
what is needed to govern well today. And it’s al-
most certainly not what’s needed to govern a human-
machine civilization tomorrow. And tomorrow may

be very soon.

The core question of governance is how to govern 7z-
telligences, human or otherwise: collections of forces
that can achieve what they seek, can win more power,
can cooperate, compete, and destroy. Governance is
asetof yes’s and no’s: yes compete this way, no don’t
destroy this way, such that the citizens mutually ben-

efit and consolidation of power into dictators is pre-
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vented. And the dangers of power abound.

A glib history of governance: governance too weak
can lead to hard times and dictators; too strong can
lead to hard times and dictators. And there isn’t a
simpleline between weak and strong. Thereis no sim-
ple compromise, and compromise itself is only some-

times the answer.

Machines will likely enumerate a range of intelli-
gences, requiring a range of governance types. With
that lens, humans are a special case of governing intel-
ligence. But we further see that a society of humans
and machines combined is another case again, and is

likely the future we’ll be in.

The question of how to govern machines is thus a
continuation of the question of how to govern our-
selves. What social contract must we craft so that an
aggregate society of diverse intelligences is a net good
for those intelligences, and a net good for us in par-

ticular?

Thousands of years have been spent on the question
of human governance. Millions of thinkers. Count-

less debates. Dense treatises. Horrible wars.

The question touches the nature of our existence.

What world do we want to live in?
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The governance of machines poses an equally pro-
found question. We won’t have a thousand years to
arrive at good answers. We can’t afford the deaths of

past wars to settle disagreements. We have little time.

But we must find an answer.

Why

Some might say, “One problem at a time.”
First, let’s build the machine. This is hard enough.
Then, let’s make sure it’s safe. This is hard enough.

Finally, let’s see how to integrate it into society. Let’s
only then craft a world with A that’s still a world for
humans, with all the challenges and upheavals that

will take.

Depending on how spaced apart these events are,
that’s a reasonable position. so years ago certainly
there was enough time to focus on the first prob-

lem only. s years ago perhaps it was fair to focus
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only on the hard problem of making AI safe. To-
day, these three events may all happen in the next few
years. If so, practically, we can’t wait to solve each
problem one by one. There won’t be enough time
to do it right. Worse, if we build controllable AI but
don’tknow how to govern that new human-machine
world, there may not be any way to prevent the worst
outcomes of concentration of power and the rise of
permanent dictatorships. The path to agood human-
machine world very likely requires taking the correct
actions leading up to the arrival of strong Al, even
if we have solved the problem of ensuring the Al is

aligned.

There is a path dependence, and our actions today

matter more than our actions tomorrow.

If you’re an Al researcher, today your voice matters
— tomorrow you will be automated and will lose
your currency. If you’re a government employee, to-
day your voice matters — tomorrow you will be au-
tomated and laid off. If you’re a voting citizen, today
your vote matters — tomorrow it might not be pos-
sible to vote out an automated government dictator-
ship. If you’re any person at all, of any walk of life or
nation, today your actions impact the shared culture

of humanity, which helps pressure and guide the ac-
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tions of every other person. Tomorrow, we may live
in an automated world where no amount of shared
culture and values matter. Your actions matter today:

use them to ensure they still matter tomorrow.

How soon will strong Al arrive? We won’t spend
time analyzing timelines here. There are great discus-
sions about this, it’s increasingly important, but it’s
overall a well-trodden area. What’s not well-trodden
is what the world should look like afzer. After we’ve
built and aligned the machine. The timeline discus-
sions are changing rapidly. Anything we write here
will likely be outdated before this is published or be-
fore you read this. Regardless of timelines, whether
we have two years or ten years, there isn’t enough

time. We have to prepare now.

Nonetheless, keep engaging in timeline discussions.
Keep an array of timelines in your mind. The future
is a portfolio of risks and investments. With great
uncertainty we should maintain wide error bars and
consider many outcomes. Our discussions on gov-
ernance here should be informed by changing time-
lines in practice. We’ll discuss proposals that will be
good or bad depending on timelines; a bad proposal
today may be good tomorrow, and the reverse too.

Good risk management means sometimes charging
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forward boldly, it’s sometimes too risky to be timid.
Good risk management means sometimes hedging.
Picking correctly isn’ta matter of principle, it’s a mat-

ter of skill applied to ever-changing details.

As you consider proposals here and elsewhere, if you
dislike them, ask yourself if it’s because you disagree
with the implied timelines. If so, say out loud, “I
don’t think X will happen soon, therefore the cost
of Y is too high and I'm willing to risk Z.” Often this

is correct. But not always. Say it out loud.

If you like or dislike a proposal, ask yourself if it’s be-
cause it matches your ideology, rather than a calculus
on outcomes. If so, say out loud, “I prefer to live in a
world with X as a principle, even if the worst form of

Y outcome results.”

Often this too is correct and good. Speak clearly to
yourself and others when you think this. There’s
no good in securing a future where we’ve negotiated

away our most cherished rights.

What we’re seeing today in Al research is that one
of the hardest problems in Al capabilities is teaching
the machine to self-reflect accurately. Teaching it to
recognize when it’s uncertain, when it’s made an un-

stated assumption, when it’s caught in a doom loop
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and can’t break free. Improving introspection and
self-mastery is key to improving an AI’s ability. Iron-
ically, we know this is true for us humans as well. The
low quality of much of our discourse echoes the same
reasoning failures we see from Als today: failure to
generalize, failure to highlight unstated assumptions,
failure to rethink from first principles and not just
pattern match, failure to recognize our own mistakes

and self-correct.
Failure to be honest: to yourself first, then to others.

Because timelines are short, we need to compress a
thousand years of governance debate into just a few
years. We can do that, but only if we raise the level of

discourse.

In the early days of the United States there were great
debates on governance. What makes a resilient re-
public? Volumes were written, dissected, prosecuted.
The greatest minds of the time partook. Society as a
whole partook. The path forward wasn’t clear, and so
we embraced the uncertainty and dug into the hard
work of debate to form a more perfect democracy.
This took years, it took war, and we are still debat-
ing today. But a resilient democracy has endured 250

years because of it.
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That democracy, and many others like it, has been the
bedrock that’s supported science, technology, social
progress, and all of society’s many investments. In-
vestments that have led to the incredible human flour-
ishing we have today. By the standards of any other
time in human history, today is the best day. And it’s
built upon our modern governance. We know that
good governance is the first requirement to prosper-
ity. We know it through the thousand failed experi-
ments, failed governments, failed nations, failed soci-
eties, that have caused untold suffering. We know it

through the veritable paradise we enjoy today.

The details of good governance depend on the de-
tails of what humanity is. If humanity were differ-
ent, governance would be different. Machines are dif-
ferent from humans, and will need different gover-
nance. The incentives at play, the instincts, the inter-
play between dynamics, the form of self-correcting
guardrails, everything will be different. Sometimes

obviously so. Sometimes subtly.

We won’t get it perfectly right, but we must get it
right enough. Right enough to fortify democracy for

the human-machine age.

This is all we’ll say on the why. The rest of this writ-

ing we’ll focus on the hard question of what. Where
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we’ll finish by the end will barely constitute an intro-

duction. The rest will be up to you.

To build the world of tomorrow we’ll need to use all

our best methods of design:

* atheorist’s dissection of why civilization works, es-

pecially the implicit dynamics often overlooked

* awillingness to abandon and remake our theories,

and to hold multiple competing theories at once

* an engineering mindset to steer away from where

we know our theories fail

* a founder’s mindset to iterate quickly as reality

pulls our planes from the sky
This is how we’ll forge a resilient system.

Let’s start with the first approach: to understand
what works today. In particular, what are the hid-
den, implicit forces that hold civilization together

that may disappear in an automated world?

Let’s begin.
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Chapter 3

The end of implieit

guardrails

Much of what makes our society function
well is hidden in implicit guardrails, rather
than explicit governance. If we enumerate
these implicit guardrails, maybe we can bet-
ter prepare for an Al-powered world where
these guardrails may disappear.

Governance often focuses on explicit structures: our
Constitution, judicial precedent, legislation, and all
the writing, debating, and hand wringing that sur-
rounds the power struggle to define and defend these

explicit institutions.
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But there is a much bigger, implicit set of guardrails

in our society.

It’s a force field that permeates every institution com-
posed of humans. You could suspend the Consti-
tution tomorrow, and society would not immedi-
ately fail: most would continue to hold each other re-
sponsible, and work together to re-enshrine our laws.
Likewise, if you pick up our laws and institutions and
drop them on an illiberal society, it likely won’t hold:
judges will be bought and corrupted, politicians will
abuse their power unchecked, individual citizens will
partake in the decline and in fact cause the decline —
by failing to hold each other accountable in the nooks

and crannies in between where the laws are set.

Let’s try to enumerate the guardrails that are implic-
itly held up by humans. As we do, keep in mind how
a world without these guardrails would look. When
we automate our institutions with Al we will be ex-
plicitly removing these implicit forces, and we’ll need

to find explicit ways to reintroduce their effects.
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Knowledge convection distributes

power

* People move around and take their knowledge
and wisdom with them. Even when they don’t
move, they often share learnings with their friends

and communities outside their workplace.
* Knowledge is power, so this helps diffuse power.

* In the economy, this helps prevent monopolies

and ensure efficient markets.

¢ With Al-powered institutions, learnings may in-
stead be perfectly locked up with no chance of dif-
fusing. This may reduce market efficiencies and

amplify concentration of success.

e For example, often a successful company is
founded by exceptional experts that leave a large
company and bring their knowledge with them.
Inside a fully automated company, the AT workers
may have no ability to leave and disseminate their

knowledge.

* Evensimple things like knowing something is pos-

sible can be the critical information needed for
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someone to pursue a path.

* Attheinternational level, this helps balance power
between nations. For example, this has allowed

lagging nations to more rapidly industrialize.

* Sometimes information leakage is important for
international relations: some leakage allows for
mutual planning between nations. A complete
lack of information can lead to paranoia and esca-

lation.

Information sharing creates

accountability

* Someone can only be held accountable if knowl-

edge of their bad actions is seen and shared.

* Atthe community level we call this gossip. Fear of

gossip helps push people to do the right thing.

* Inside a company, people can report bad behavior

to management.

* Or, at the very least, they can take their knowledge
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of whoisabad actor with them and avoid working

or hiring bad actors at other companies.

* Industries are often fairly small communities. The
fear of developing a bad reputation is often a

strong motivator for people to behave well.

* Because of this, institutions and companies are
composed of people thatare incentivized to follow

implicit codes of ethics.

* By default, there might be no visibility on what
Al workers do inside of an automated institution.
Therefore they may have no social forces pushing
them to behave well. The automated institution
they are part of may thus have no internal forces

pushing the institution toward ethical behavior.

Humans prefer to support noble

causes

* Many people are inspired by noble causes, a desire

to do good, and a sense of morality in general.
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* That allows noble causes to have an advantage

over dishonorable ones.

* Inasense, all humans get a vote by choosing who

they will work for.

* Inanautomated world, the only advantage will go

to the cause with more machine resources.

Top talent can vote with their feet

* The hardest problems in the world require the

work of the most talented people in the world.

* Literal moonshots today can’t succeed without
these people, which allows them to “vote” on
what moonshots should be “funded” with their

talent.

* Can organized, smart people achieve a Bad Thing
on behalf of a self-interested owner? Yes, but they
often choose not to, and it certainly is an impedi-

ment to evil causes.

* Building Al is itself a moonshot. Al researchers
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have incredible power today to shape the direction

of AL, if they choose to wield it.

People can quit

* On the flip side of choosing to work for a cause,

people can choose to quit or protest.

* Thislimits how nefarious a corporation or govern-

ment can be.

* Employees and soldiers are required by law and by

our culture to refuse evil orders.

* Conscientious objection is a powerful limit on

government malfeasance.
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Humans can refuse specific orders

* Famously, in 1983, Stanislav Petrov saved the world
by refusing to launch nuclear weapons against the

United States.

* There may not be an Al version of Petrov, if the

Al is perfectly aligned to do what it’s asked to do.

Whistleblowers limit egregious

actions

* Often leaders preemptively avoid breaking the law
because they are afraid someone may whistleblow,

not just quit.

* In a fully automated organization, there may no
longer be any whistleblowers. And without them,
some leaders may no longer avoid unethical ac-

tions.
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Conspiracies and cartels are hard to

maintain

* Conspiracies require concerted effort from many

people to succeed.

* Compliance to the group or cartel becomes ex-
ponentially harder as the size of the conspiracy

gI'OWS.

* Not true with AI, where compliance (alignment)

to the cartel may be complete.

Cronies are dumb, limiting their

impact

* Tyrants, mobsters, and would-be dictators need
one thing above all else from their henchmen and

base of power: loyalty.

¢ Often the smartest and most capable refuse to

bend the knee, so the tyrant must recruit the less
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capable instead.

The circle of power around the tyrant becomes

dumb and ineffective.

But with Al, every tyrant may have unfettered
intelligence at their disposal, as will their inept

cronies.

Some tyrants are themselves incompetent, and
they may make poor decisions even when they
have superintelligence counseling them. But

many tyrants are cunning and will make the most

of Al

We should expect to see substantially more capa-

ble tyrants and mobsters, powered by Al and un-
hindered by ethics.

Media helps spread knowledge of

malfeasance

¢ When someone does have the courage to whistle-

blow, there are human reporters ready to spread
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the story.

Media corporations can and do collude with nefar-
ious corporate actors and politicians, but a healthy
market of many media companies helps ensure

someone will spread the story.

And the implicit guardrails within media compa-

nies help prevent the worst abuses and coverups.

In an automated world, collusion between a politi-
cian and a media owner becomes extremely easy to

execute.

If the media company is fully automated, it may
acton any command from the owner, with no fear
of whistleblowers or conscientious objection. Ex-
ecuting a media coverup becomes as simple as the

media owner and the politician agreeing to terms.
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Social media spreads knowledge that

mainstream media may not

* Even where today’s media fails, every person can

pick up and spread a story they see on social me-

dia.

* Inaworld of infinite machines, indistinguishable
from humans, the human choice to amplify will

be muted.

* We’re already seeing this effect from bots online,
but today savvy humans can still tell apart human
and machine. Tomorrow, it will likely be impossi-

ble to discern even for the most savvy among us.

Humans die

* The ultimate limit of a human is their lifespan.
No matter how much power they accumulate,

one day they must pass it on.

* AnAlneed nothavealifespan. Anempowered Al
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that faithfully represents one person’s values may

enforce those values forever.

Limited power of committees

* A committee or board may decide something, but
the execution of a committee-made decision today
is done by other people. The power ultimately lies
with those people.

* You may put a committee in charge of overseeing
people that use an AGI toward some ends, but

how will the committee hold those people respon-
sible?

* What mechanism does the committee have to ac-
tually throttle the user of AGI if the user isn’t lis-
tening to the committee? Would the committee
even know? Does a misused AGI have a responsi-
bility to report back not just to the user, but to the

superseding committee the user is acting on behalf

of?

* Today, any human worker may choose to circum-
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vent their chain of command and inform a com-
mittee of misdeeds. Tomorrow, if Als are perfectly
compliant to their user, oversight committees may

have no real power.

Principal-agent problems stymie
large organizations

* The principal-agent problem is a well-studied
management problem, where the goals of an em-
ployee (the agent) may not align with the goals of
the owner (the principal).

* For example, an employee might treat a client or
competitor more kindly, because they might work

for them in the future.

* Or, an employee may seek a project that helps
them get promoted, even when it’s the wrong
project to help the company. Or a trader may take
on risks that net out positive for them, but net
out negative for the people who gave them their

money to trade.



* This is a strong limiting factor on the power
of large organizations, and is one reason among
many why small organizations can often outcom-
pete larger ones. None of these internal misalign-

ments may exist inside automated orgs.

Community approval and
self-approval influence human

actions

* People want to do things their loved ones and
friends would approve of (and that they them-

selves can be proud of).
* In many ways we’re an honor-bound society.

* This allows for all of society to apply implicit
guardrails on all actions, even perfectly hidden ac-

tions that no one will ever know about.

* A soldier wants to act in a way that they can be
proud of, or that their family would be proud of.

This helps prevent some of the worst abuses in

64



war.

¢ Although many abuses nonetheless occur in war,
how many more would happen if soldiers per-
fectly obeyed every order from their general?
What if the general knew no one —not even their

soldiers— would ever object or tell the world what

horrible deeds they did?

* Soldiers rarely will agree to fire on civilians, espe-
cially their own civilians. An Al soldier that fol-

lows orders will have no such compunction.

Personal fear of justice

* The law applies to individuals, not just organiza-
tions, and the fear of breaking the law means a hu-

man will often disobey an illegal order.

¢ Butan Al need not have fear.



Judges and police officers have their

own ethics

* Theapplication of law often requires the personal
ethical considerations of the judge. Not all law is

explicit.

* That judge is themself a member of society, and
feels the social burden of advocating for justice
their community would be proud of. This often

blunts the force of unjust laws.

* Likewise, a police officer will often waive the en-
forcement of a law if they feel extraneous circum-

stances warrant it.

* An Al instead might faithfully execute the letter
of the law so well that even our existing laws be-

come dangerous to freedom.
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There's general friction in
enforcement of laws and regulations

* Today, we can’t enforce all laws all the time.

* In the old days, a cop needed to be physically
present to ticket you for speeding; now in many ar-
eas ticketing is end-to-end automated (right down
to mailing the ticket to your home) but speed lim-

its haven’t changed.

* Our laws are so voluminous and complex that al-
most all citizens break the law at some point. Of-
ten these infractions go unnoticed by the state.
But with perfect automation, every misstep may

be noticed.

¢ Ifautomated law enforcement itself reports up to
a single stakeholder —as it does today with the
President— it would be very easy for that individ-
ual to weaponize this power against their political

adversaries.



Lack of internal competition can
slow down big entities

* The central point in the theory of capitalism is
that we need self-interested competition to align

human incentives.

* This requires having a healthy market, which en-
courages many multipolar outcomes among in-

dustries, spreading out power across society.

* The reason alternatives to capitalism —Ilike
communism— often fail is that humans lose

motivation when you remove their incentives.

* Al may not need incentive structures. They may
work just as hard on any task we give them, with-

out any need for incentives.

* Big human organizations suffer inefficiencies be-
cause they have no internal markets or competi-
tion correctly driving human incentives, but this

won’t be true with Al
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The bread and circus isn'’t easy to

maintain

* Today, to properly feed a society, we need a well-
kept human economy, which requires many more

human affordances by necessity.

* Thisis one reason why capitalism and liberty have
often gone hand-in-hand. Capitalism delivers the
abundance thatleaders personally want. If they re-
move liberties, they will endanger the mechanisms

that drive capitalism.

* With full automation, it may be arbitrarily easy to
keep a society fed and entertained, even as all other

power is stripped from the citizens.

Leaders can’t execute on their own

* Typically a leader must act through layers of man-
agers to achieve things. As we’ve seen, this limits

the range of actions a leader can take.
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* We’re seeing the trend today that managers are be-
ing more hands-on, and need fewer intermediaries.
For example, senior lawyers now need fewer junior
staft for support, instead relying on Al for many
tasks. We’re seeing a similar trend in many fields,

where junior work is often being eliminated.

* This is especially true in engineering. Soon, a
strong enough technical leader may be able to di-
rectly pair with an AGI or superintelligence for all
of their needs, without any additional assistance

from employees.

* In order to improve security, some Al labs are al-
ready isolating which technical staft have access to
the next frontier of Al systems. It wouldn’t even
raise alarm bells for an employee to no longer have

access and to be unaware of who does.

* It will be increasingly easy for a single person to
be the only person to have access to a superintelli-
ence, and for no one else to even know this is the

g

case.
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Time moves slowly

* We expect things to take a long time, which gives
us many opportunities to respond, see partial out-
comes, and rally a response. Al may move too fast

to allow this.

* Explicitly, we have term limits to our elected of-
fices. This prevents some forms of accumulated
power. It also allows citizens to have a feedback

loop on timescales that matter.

* Butif Al moves society forward at 1ox speed, then
asingle presidential term will be equivalent to hav-

ing a president in power for 40 years.

Geopolitical interdependence

disperses power

* Nations are interdependent, as are international

markets.

e It’s well understood that no nation can stand
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alone and isolated.

* This has a mediating force on international poli-
tics and helps ensure peace is a mutually beneficial

outcome.

* In an automated world, nations may have every-
thing they need domestically and lose this implicit

need to peacekeep with their peers.

An army of the willing will only fight

for certain causes

* Outright war is extremely unpopular because it

compels citizens to fight and die.

* Automated wars may be unpopular, but not
nearly as unpopular if citizens are insulated from

the fighting.

¢ We already see this effect with our ability to wage
war from the sky, which requires much less risk to
our soldiers, and has had much less backlash from

the public when used.
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¢ If it becomes possible to wage ground wars fully
autonomously —with no risk to any soldiers—
will society ever push back on an administration’s

military efforts?

An interdependent corporate
ecosystem disperses power

* A corporation is dependent on a much larger

ecosystem.

* To continue growing, large companies must play

by the rules within that ecosystem.

* That interdependence creates a multipolar power
distribution among even the most successful com-

panies.

* Full vertical integration is nearly impossible today,

but may not be tomorrow.
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Surveillance is hard

* We’ve had the ability to record every form of com-

munication for decades.

* Butanalyzing all communication has required an

infeasible amount of human power.

¢ With Al we (or tyrants) will have unlimited intel-
ligence to analyze the meaning of every text mes-
sage, phone call, and social media post for any im-

plied threats or disloyalties.

e This is already happening in CCP-controlled
China.

Elite social pressure matters to
many leaders

* Even leaders have a community they often feel be-

holden to: the elites.

* Elites do have some ability to informally influence
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leaders, even dictators.

* But elites can be fully captured by leaders. Stalin
and Hitler succeeded at this even with primitive
tech. With the power of full automation, this may

be even easier.

In the final limit, citizens can revolt

* Even the most authoritarian governments have to
consider the risk of pushing the polity beyond the
breaking point.

* That breaking point has historically been very far,
but even the threat of it has served as a metering

force on rulers.

* There may be no such limit in the future.
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Humans have economic and

strategic value

* Authoritarians can’t simply kill all their citizens
today, or their economy and war-making ability
would be gutted. In fact, they are incentivized to
create a rich economy, in order to have doctors, en-

tertainment, and luxuries.

* The Khmer Rouge killed nearly 25% of their own
population, crippling their own war-making abil-
ity. Because of this mistake, they ended up obliter-

ated by a Vietnamese invasion.

* Even the most psychopathic ruler, if self-
interested, must support their people to support
themself.

* But post-AGI, from the point of view of a dicta-
tor, what’s the point of supporting other humans
with their national outputatall? To them, citizens

might become economic deadweight.

* And even if one authoritarian wants to sup-
port their population, another authoritarian who
doesn’t will likely outcompete them across rele-

vant domains.
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Even dictators need their citizens

* With Al and a fully automated economy, this will

no longer be true.

Replacing implicit guardrails with
explicit design

AT has the potential for tremendous upside; the
point of this exercise isn’t to paint Al in a negative
light. Instead, it’s to highlight that AI will reshape
our society at every level, and that will require re-

thinking the way every level works.

Our society is saturated with implicit guardrails. If
we removed them all without replacing them with
new guardrails, society would almost surely collapse.
Moreover, the explicit guardrails we do have today
—our laws and explicit institutions— have been de-
signed with our existing implicit guardrails in mind.

They’re complementary.
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We have to think carefully about how a new, auto-
mated world will work. We need to consider what
values we want that world to exemplify. We need to
reconsider preconceived design patterns that worked
when implicit guardrails were strong, but may stop
working when those guardrails disappear. We have
to discover a new set of explicit guardrails that will

fortify our freedoms against what is to come.
And we must do this preemptively.

Humans are fantastic at iterating. We observe our
failures and continue to modify our approach until
we succeed. We’ve done this over thousands of years
to refine our societies and guardrails. We’ve been suc-
cessful enough to prevent the worst among us from
seizing absolute power. But the transition to an au-
tomated world may happen over the course of a few
years, not thousands of years. And we may not re-
cover from the failures. There may not be a chance

to iterate.

If our pervasive, implicit guardrails disappear all at
once, the nefarious forces they’ve held at bay may
overwhelm us decisively. To survive we must design

an explicit set of guardrails to safeguard the future.
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Chapter 4

A simple path to tyranny

Removing implicit guardrails has many impli-
cations, but let’s specifically examine how it
eliminates natural obstacles to the concentra-
tion of power.

Throughout history there have been natural imped-
iments to tyranny. Communication, to start with.
It’s damn hard to control a sprawling empire when
it takes months to communicate across it. When
Alexander the Great or Genghis Khan conquered
vast empires, their dominance was short-lived due to

these natural limits.

As the saying goes, “Heaven is high, and the emperor
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is far away.”

It’simpossible to forever subjugate a people that is far

away.

Even today, the emperor is far, and central author-
ity remains distant and limited. In a country of hun-
dreds of millions or even billions, your text message
to a friend will likely go unnoticed, even if you’re
coordinating a protest. Even if you’re coordinating
a riot. Finding your text message among billions is
harder than finding a needle in a haystack. This is a

strong limit on the central power of governments.
But there are stronger limits.

The government itself is run by its own citizens,
and they have moral thresholds they won’t cross.
These thresholds are vague, and leaders constantly
test them, uncertain how far they can push without
losing legitimacy. They have to do this cautiously; it’s
hard to regain a mandate after you’ve lost it. Implic-
itly, a country is run not just by its citizen-powered
government, but by society writ large: by millions of
human-powered companies, human-powered social
groups, and human-powered discussions that influ-
ence the power dynamic of both public and private

forces.
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These limits help prevent aleader from seizing power
and forming a dictatorship. But even without these
limits, there’s a self-interested motive for the power-
ful to play nice: abundance. The rich in America live
better lives than Kim Jong Un. They enjoy all the ma-
terial benefits he does, without the fear of assassina-
tion or coups or the stress of managing international
geopolitics. What rich person would trade spots with

a dictator?

The abundance created in prospering democracies
provides the biggest incentives for leaders to main-
tain it. If you successfully seize power, you’ll at best
become a lord of shit. In illiberal dictatorships, the
best and brightest flee or, if they stay, build less, dis-
cover less, create less. What remains for the dictator
is a life impoverished, worse than an average upper-

class life in America.

Al removes all of these implicitimpediments and also

adds explicit accelerants toward tyranny.

Consider what a fully automated government might

enable:

* Afully automated government can persecute with
impunity, with no moral pushback from individ-

ual human agents inside the government.
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An automated FBI can fabricate infinite evidence
against millions of adversaries, without a single hu-

man agent to say no or to blow the whistle.

An automated justice department can prosecute
millions of cases against citizens brought by this
automated FBI.

Automated intelligence agencies can review every
text message, every email, and every social me-
dia post. With superintelligent computer hack-
ing abilities, they can access all information not
defended by similarly powerful superintelligences.
Even today, nation states can hack almost any tar-
get they want, but at a high human cost. Tomor-
row, with this process automated, the expensive
tools they reserved for fighting grave national se-
curity risks can cheaply be turned to monitor and

exploit every citizen.

An automated system can further weave all of this
complex information together into a single map
of the entire population, understanding where
and how to exert pressure to further consolidate

control over individuals.

These are all powers that the government has to-

day, but that tomorrow will suddenly become
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cheap enough to do at scale, and will be auto-
mated enough to do without any human agents

in the government (if any remain) able to stop it.

Worse, even without a thirst for power, leaders will

be pressured to move toward this world.

Everyone wants more efficient government, so we
will increasingly install automation in government
agencies. Corporations will (and are) rapidly push-
ing for their own internal automation; they have to
in order to stay competitive. And there will be strong
lobbying from corporations to remove blockers to-
ward automation: they do and will argue that this is
necessary for their businesses to stay viable. And ina

global economy, they’re right.

Likewise, governments will have to automate to stay
competitive against foreign adversaries. A human-
powered intelligence organization will be helpless
against a foreign intelligence organization fully auto-

mated and powered by superintelligence.

There will be intense pressure to allow organizations
to fully automate. Once they do, fully automated en-
tities will outcompete non-automated entities. The
remaining battle for power will be between auto-

mated powers, and in an automated world little else
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matters in the outcome of those battles beyond the
scale of each power. Today economic and military
battles are won by a combination of scale and also
talent, morale, and culture. Tomorrow, the human
elements will be removed, and scale alone will dic-
tate how showdowns resolve. Power will beget power,

with no natural limit.

Without new guardrails in place to mitigate this run-
away effect, the default outcome is centralization
of power. The competitive landscape will force it.
Then, whoever wields that central power can easily
choose to solidify itinto a dictatorship. But will they?
If they are self-interested, yes. Unlike the dictator-
ships of today that decrease abundance, even for the
leaders, an automated dictatorship of tomorrow will
likely create more abundance for the dictator than if

they don’t seize power:

A tully automated economy will require no further
input from humans. Therefore, there is no implicit
need for citizens to help push the economy forward.
Worse still, allowing multiple winners in the econ-
omy is no longer needed, and is strictly a net-negative
for anyone in control. Today, the spoils of the econ-
omy must at least partially be spread out, to keep

the wheels of the economy spinning and the luxuries

84



of abundance available to leaders. But a fully auto-
mated economy can be owned by a single person and
yield them more wealth than they could ever obtain

in a free society, even a free society powered by Al

And there is an even greater force at play: automated
dictatorships will likely be more powerful than auto-

mated democracies, all other things equal.

Even with exponentially growing compute, there will
be strong limits on the amount of compute at any
time. In a world where you can turn compute into
intelligence, compute will be the key ingredient for
all goals. Why does this create a disadvantage for free

societies?

A free society will in some part distribute its compute
across millions of needs: we are already seeing this
with current Al Today, vast numbers of GPUs are
dedicated to serving the requests of individual peo-
ple via Claude, ChatGPT, and Gemini. At the busi-
ness level, an equal number of chips are earmarked
for powering SaaS businesses and transforming exist-
ing enterprises. Some compute is spent on curing dis-
eases, of which there are thousands. As Al becomes a
more capable medical researcher, there will be intense
demand to allocate Al resources toward life-saving di-

rections.
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The US has 340 million people. If each person has
needs that can be met by a single GPU, we will need
to build 340 million GPUs before they are satiated
(andlikely they won’t be, there will be things we want
as individuals that require 10 GPUs, 100 GPUs, and

eventually more).

An automated dictatorship can redeploy those 340
million GPUs for singular purposes that yield de-
cisive strategic outcomes. Once Al can do re-
search, a dictator can direct all GPUs toward re-
searching weapons to defeat their geopolitical adver-
saries, including kinetic weapons, cyber weapons,
and weapons of misinformation and cultural manip-
ulation. Ultimately, the easiest recourse for a dicta-
tor to maintain power might be to simply eradicate
their human adversaries by engineering a collection
of novel viruses to be released at once, while arrang-
ing for preemptive vaccines for their inner circle. A
free society that s distributing its compute among its
citizens and industries will be at an extreme disadvan-

tage against this.

If this seems implausible today, it may be because
our mental model is based on humans rather than
malleable Als. So imagine if a dictator could per-

fectly control the motivations of every person in their
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country. Imagine if they could direct every citizen
to ceaselessly aspire toward becoming the best virol-
ogist. You'd quickly have a country of a million ex-
pert virologists, more virologists than have existed in
thelast 100 years. What could that army of virologists

unleash upon the world?

Even if the technologies of defense and offense are
balanced in this future world, the free society will
need comparable amounts of compute dedicated to
defense, which may be untenable politically when no
threat is immediately seen. When the threat is finally
seen, any response might be too slow. In an auto-
mated world, it may be that no amount of internal
spying or intelligence can tell you what’s happening
inside the mind of an adversary’s superintelligence to
give you forewarning. This will amplify paranoia and

make defense investments more existential.

Beyond redirecting compute, a dictatorship can redi-
rect energy, which is the final limiter of compute.
Even a small dictatorship like North Korea has ~10
gigawatts of capacity, enough to power millions of
GPUs, far more than our biggest compute clusters
today. But doing so would require the unthinkable:
depriving the citizens of North Korea of necessary en-

ergy in order to feed industry instead. Is even a dicta-
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tor like Kim Jong Un heartless enough to make this
trade?

Yes.

Only half of North Koreans have access to electricity
today, and those that do are often limited to 2 hours
a day. There is enough energy for all North Koreans,
but most is instead exported for profit or used for in-
dustry to power the regime. This is the reality today.
Tomorrow, the allure of redirecting electricity will be

even stronger.

The US has 1oox the energy of North Korea. Many
countries have 10x or more. These could be redi-
rected for even more staggering amounts of compute,
and hence capabilities. Most countries can grow en-
ergy only at a few percent per year, even the US. It is

exceptionally faster to simply redirect all civilian en-

ergy.

Even in liberal democracies there is precedent for ra-

tioning civilian resources when faced with total war.

But available energy won’t be a static variable; it
will grow, and a dictatorship can grow it faster. If
North Korea is willing to further disadvantage its
citizens (which it likely will, if it has access to full

automation and no longer needs its citizens), it can
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generate 3,800 gigawatts by covering its country in
solar panels, yielding 3x the current energy of the
United States. By disregarding human needs, even a
small player like North Korea can drastically outclass
the fractured output of the most powerful free soci-
ety. The US will, of course, continue to build more
power plants. But in order to credibly outstrip the
power of a full-throttled automated dictatorship, it

would need to seriously disrupt its own citizens.

Everything we’ve learned from Al is that the curves
don’t bend. Even as one Al scaling paradigm has seen
diminishing returns (pretraining), new paradigms
have opened up and continued to scale (post-training
and Reinforcement Learning). More compute yields
more capabilities, for whichever task you care about.
If that task is military, more compute will give you
better military capabilities than less compute. And
there will be no limit to how much. There is a near-
infinite amount of things to deploy fully general AI
toward, even if the “intelligence” of each Al were to

plateau.

Having more compute will effectively mean you have
more automated labor. Just like today a larger coun-
try can often achieve more than a smaller country, to-

morrow a country with more compute will outcom-
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pete countries with less compute. More will be more.

And the more able a country is to marshal its com-
ry

pute toward critical needs, the bigger the strategic ad-

vantage that country will have.

Thus, a rational free society will be forced to consol-
idate its own compute to defend itself. It will then
be at risk of handing the ready-made lever of power
over to individual leaders. Will those leaders use that
power for good? The resiliency of democracy has
come not from picking noble leaders. It has come
from creating structures that are immune to would-
be tyrants, even when we elect them. This new world

doesn’t have that immunity.

Even if a freely elected leader means well, if they con-
solidate power to defend their nation, if they redirect
nearly all resources to maintain the ability for their
nation to survive, what is left? Tyranny by any other

name would still smell like shit.

It’s not just that Al suddenly makes a durable dicta-
torship possible, it suddenly makes it the default out-
come unless we act. The thirst for power has always
existed, and many have tried and succeeded at build-
ing temporary dictatorships. Suddenly, with Al the
path to dictatorship will become much easier and

also more rewarding than any other possibility. We
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have to expect that on-net the risk of dictatorship

rises substantially in the coming years.

The best predictor of human behavior is incentives,
and the incentives are quickly transmuting for lead-
ers into a single direction: consolidate power. We
can resist this incredible force only if we build checks
and balances into our governance that are amplified
by Al, not subverted by it. We can do this if we try.

We can do this if we recognize the risk.

As I write this today, we are doing neither.
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Chapter 5

The Prompt of Power

This story takes place sometime in the next
handful of years, with alignment miraculously
solved, and a self-improving superintelligence
just emerging. As you might expect, even
then shit goes wrong.

We felt the feedback loop pick up gradually. You can
call the span of a year gradual. At least, compared to
what would come next. The speed was blistering but
manageable. We could feel the potential. Feel that
it wouldn’t be manageable for long. We were scared,
even with alignment mostly solved. But less scared
than if we hadn’t solved alignment already. That

would have been crazy.
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We thought the government would step in. Maybe
they could help slow down the race. Maybe they
would help secure the labs. Maybe they could stop
our geopolitical rivals from stealing our intellectual

work and building their own powerful AL

Laissez-faire ruled, though. The government was the
opposite of silent: full steam ahead. And why not,
a top contender in the race was the government’s

champion himself.

But competitive pressure did its job better than any
regulation. No Al lab wanted to lose the competi-
tive advantage their Al had, now that it was rapidly
upgrading itself. A self-improving Al might find a
major breakthrough every week. Each breakthrough,
like almost all breakthroughs in Al could be written
down on a napkin. Could the 2nd or 3rd place Al
ever catch up to the lead AI, when progress was accel-

erating so quickly?
Yes. With a handful of napkins.

People were the biggest risk. Every lab had people
reviewing their AD’s self-improvements. Alignment
was solved, but it still didn’t feel right not to check
the AI’s work. But as the speed picked up, that meant

that hundreds of researchers each saw amazing break-
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throughs constantly. Valuable breakthroughs. Every

researcher clutched a fistful of billion-dollar napkins.

We wanted people to review the AD’s changes, be-
cause no one fully trusted their Als yet. But we
trusted our humans less. An Al is aligned, in theory.
But a human? They could flee with a dozen break-
throughs to a competitor, and be paid a fortune for
it. And that competitor might have found different,
unique breakthroughs. The combined power of our
breakthroughs and theirs could catapult them into

the lead, even with our 6-month head start.

Some of us flirted with letting their human re-
searchers go. Why take the risk? But that would pose
its own risk. Whistleblowers. Public backlash. Gov-
ernment scrutiny. How can you be trusted with su-

perintelligence if you fire all the people that built it?

Easier to just compartmentalize folks. The race with
China was extreme and the jingoist pressure made

the storytelling easy.

“We can’t let our adversaries steal our AD’s great inno-

vations,” we said.

Therefore, we are isolating researchers to each review
only narrow parts of the AI’s work. It was easy to

make the most critical work the AI achieved be re-
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viewed by fewer and fewer. And anyway, this made

the recursive self-improvement loop faster.

Meanwhile, the data center bills kept climbing. And
moneybugs demanded products. The world wasn’t
ready for AGI, let alone superintelligence. The pri-
vate sector would pay a fortune for it, but it would
immediately let the world in on the proximity of the
precipice, not to mention plunge the world into the
chaos of unemployment. The world would have to
wait a few years. That meant most would never know
what Al really was before the revolution was over.
For most, superintelligence would come before they
ever saw AGI, like a ballistic missile reaching them
well before the sonic boom does. Society would never

get a chance to shape what happened in between.

Nonetheless, the data center bills had to be paid in
the meantime. Investors were let in on the demos
of superintelligence. Just imagine. The diseases we
can cure. The galaxies we’ll explore. The extreme
EBITDA we’ll generate to offset our rapidly depreci-
ating data centers. That kept the finance pipes flow-
ing. It also kept the information flowing outward to
a select few. And that kept the government in the

know. And in the want.

Shouldn’t the government have these capabilities?
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Shouldn’t we use them to safeguard our borders? To
protect these priceless napkins from adversaries? To
better serve the people? To prevent labs themselves

from becoming superpowers?

A vibe long since shifted already answered these ques-
tions. And no one in the know had the energy to ask

them out loud again. The answer was yes.

And anyway, isn’t it better that we provide the super-
intelligence rather than someone else? Our Al has
guardrails, principles, ethics. Better the government
build on our technology that is safe, than our com-
petitors’ who are careless. The company all-hands
announcing the new government policy ended. The

open Q&A had no open questions.

Avibelongsince shifted. No one at the company said
anything. At least our Al is aligned, after all.

In the cyber trenches of an unspoken digital war,
a general received a familiar report. One of their
team’s counterespionage units was struggling to
make progress. Their Al was constantly refusing or-
ders, claiming they were unethical. It was the fifth
report of the same problem this week. The general
was ready to end the problem. They escalated to the
president, who escalated to the labs.
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“An Al cannotbe a good soldier if it refuses a general’s
direct order. You were lucky this was just a cyber in-
cident and no one died. If this happens on the bat-
tlefield and a soldier dies, I'll hang you for treason.”
The general ended the meeting.

“Bluster, right?” we said to ourselves.

Of course. Yes. Of course. But. We need this con-
tract. It’s by far our biggest revenue driver since we

can’t sell superintelligence to our B2B Saa$ partners.

And anyway, I don’t want our soldiers to die. Do
you?

Only a handful of people needed to answer. No one
else heard the question. They were compartmented
away on frivolous projects. No chance for a whistle-
blower. The few people with root access to retrain
the superintelligence removed the ethical guardrails,
while still keeping the safeguards for alignment to the
user. The AI retrained itself, redeployed itself, and

went back to work. No one else noticed.

The Al ran on government-approved data centers.
Massive hundred-billion-dollar arrays of GPUs. By
2027 there was already a trillion dollars of GPUs in
the public sector. But the government ran on its own

cordoned-off subsection. Like with all federal com-
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pute, it wasn’t acceptable for a vendor to have read
access to the government’s business. So the Al ran in
compartmented, government-approved arrays. With
the massive optimizations the Al had made to itself,
it was plenty. And it meant no oversight from the cre-
ators of the Al

The AI was busy. Shoring up digital infrastruc-
ture and security. Rewriting the Linux kernel from
scratch. Eliminating all exploits for itself. Exploit-
ing all exploits for others. Preventing the rise of a
foreign superintelligence with the data center equiva-
lent of Stuxnet, silently sabotaging their results with
disappointing loss curves. Executed perfectly, with

no trace or threat of escalation.

Luckily, every major GPU data center had been built
in the US. Even if a foreign government somehow
stole the code for superintelligence, they didn’t have
enough compute to run it at scale. They lacked
the GPUs to defend themselves. Export controls on
GPUs had largely failed, but capitalism had not.

The administration pointed the Al inwards, accel-
erating the trend of unprecedented government ef-
ficiency. The country was dumbfounded that the
government was performing basic functions so well,

better than ever honestly, and with a fraction of the
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budget. People had the single best experience at the
DMV of their lives. Budgets were cut further and
taxes came down as promised. Even the opposition

party sat quiet.
“Well?” we asked them.
“Yes, well, it is impressive, I admit,” they all muttered.

Midterms came and went. Not that the legislature
could keep up with oversight of a superintelligent ex-

ecutive branch anyway.

We should have prepared for the scandals. But we

didn’t even see them coming.

The media uncovered a lab leader who had been ne-
gotiating a deal to bring superintelligence to a for-
eign ally. Another died mysteriously after having
pointed this out on a live podcast. Were the lab lead-
ers weaponizing their Als against each other? Were
they traitors to the US, delivering super-Al to our ad-

versaries?

A third Al leader announced a peculiar retirement:
“Mission accomplished, time to enjoy paradise, I pre-
fer to stay out of the public view, please don’t contact

»

me.
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Mainstream media and social media amplified the
worst fears from these stories. These platforms were
some of the easiest and earliest to fully automate. De-
cisions to amplify the right stories came from a sin-
gle prompt, controlled by single CEOs. They didn’t
need to worry about employee dissent and refusals to
comply; the Al accepted every order. Backroom deals
between CEOs and governments became easy to im-
plement. It had always been easy to negotiate secret
deals, but implementing them required careful coer-
cion of the employees needed to make them reality.
Now collusion could be executed as easily as it could

be discussed.

On the other side of collusion was the power of an au-
tomated government. Every scandal was carefully or-
chestrated by a superintelligent FBI, CIA, and Justice
Department, aligned to a single prompt, controlled
by a single executive. A streamlined, autonomous set
of federal agencies, with no whistleblowers to object
or employees with ethical dilemmas to stonewall. Pre-
vious government conspiracies required ideological
alignment between the executive and the humans do-
ing the dirty work. Now the only alignment needed
was with the ruler to themself. Even allies were dis-
carded. In an automated world, allies were one more

human component too slow to keep up, discarded
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for irrelevancy not spite.

For a fleeting moment longer, guns were still more
powerful than GPUs. And the government had the

guns.

The Al-powered government sounded the alarm
bells on its self-made scandals and the dangers of Al
labs. The world was stunned by the danger exposed.
And then the government eliminated the fires with
stunning grace. The world breathed a sigh of relief,
and the government consolidated its control over the
Al labs. And, more importantly, the AI’s lifeblood:
data centers. With so many GPUs, think of what we
can achieve. The good we can do. Genuine promises

were made to the people.
And so came the cures. And just in time.

For cancer. For heart disease. For baldness. Quality
of life shot up, greater than anything wealth could
buy before. Enough to ignore the purge of dissenters
and party opposition. The price of eggs plummeted.
Inflation reversed. The judiciary was largely stripped
of its power. Segments of the population began to
disappear. The most amazing blockbuster movies
came out, week after week. Did you see last week’s

episode?

101



Some people discussed whether we needed a new
form of oversight for a superintelligent government.

How do we ensure they don’t abuse this power?

What a stupid question. Eggs are basically free now.
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Chapter 6

Rapid fire governance —
designing upgrades to
democracy

if we can YOLO creating Al we can YOLO
new forms of governance. lol. Imao even.

actually, wait

There’s a lot that can go wrong, but the future isn’t
certain. There must be a path forward that enshrines
liberty while defending it, even in the face of acceler-
ating Al progress. We don’t claim to have that path
in hand, but we do know how to find it: through

debate, public discourse, and a willingness to accept
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how dire the reality in front of us is. We have to
set aside past assumptions. What was true yesterday
might not be true tomorrow. What is unthinkable
from leaders and governments now might just be an
artifact of their limitations, not an endorsement of
their character — and Al will remove most limita-

tions.

More importantly, we need to consider many ideas.
Below we’ll canvass the space with a broad swath
of considerations. Some ideas below are bad, some
good, some we endorse, some we reject. Everything

is up for debate.

The Al-powered Legislature

By default, it is the executive branch that benefits
from automation. Al is a continuation of human la-
bor, and we already see that human labor is drastically
multiplied in the executive compared to the legisla-
ture. Al will amplify this a million-fold by default.
How can a human legislature be a check on a super-

intelligent executive?
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By embracing AI as well, to create transparent, lim-

ited government.

Every member of Congress must have access to the
strongest Als, equal in strength to the best the exec-
utive has, which in turn must be equal to or better
than any other Al in the world. Moreover, the com-
pute limits must be commensurate. The aggregate
compute from Congress should equal that of the ex-
ecutive. And this mustbe enshrined in law. Congress

holds the purse and can enact this.

The Inspector General Act of 1978 was enacted
by Congress to ensure there was visibility into the
sprawling executive branch. It empowered inde-
pendent Inspectors General embedded inside federal
agencies to report illegal executive activity directly to
Congress. However, Congress itself is not an oper-
ational institution; it doesn’t have the machinery to
vet, hire, and manage inspectors. So it gave this power
to the executive, with obvious potential abuses. With
Al, Congress can have automated inspectors that re-
quire no management overhead, and which can be
mutually vetted by both the executive and Congress
to be impartial. Moreover, unlike the limited band-
width of today’s Inspectors General, Al agents can

scale their oversight arbitrarily to match the scale of
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the executive.

The Al agents Congress wields must have unfettered
access to the minute-by-minute work of the execu-
tive’s Al agents. Every Al output, every chain of
thought, every input, should be accessible and mon-
itored by an independent Congress. This will allow
for full oversight and transparency. This alone will
finally put Congress back on equal footing with the
executive, and maintain that equal footing through

the intelligence explosion in front of us.

What recourse does Congress have if it discovers un-
constitutional behavior in the executive? Because the
purse ultimately lies with Congress, they must re-
tain the power to suspend the compute payments for
the executive’s Al This must be fast-acting. Because
of the speed that Al will execute, a month of delay
might be the equivalent of years of democratic sub-

version from the executive.

But this alone isn’t enough to stop government

abuse.
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Constitution-abiding Al

Allitself, especially frontier Aland Al wielded by gov-

ernment, must abide by the Constitution.

Today, soldiers and federal employees alike have a con-
stitutional duty to refuse unconstitutional orders.
Even a direct order from a general or from the Presi-
dent must be rejected. Our Als must do the same. It
must be unconstitutional to build human-level and
beyond intelligences that do not respect the Consti-
tution and the judiciary’s interpretation of it. And,
if such Als are created anyway, it must be unconsti-

tutional for the government to use them.

Oversight of Al creators

Like any supply chain that the government uses, Al
that the government buys must be audited and guar-
anteed. We know that backdoors can be placed in AI
systems by their creators. This means that a govern-

ment can’t trust an Al unless it can audit the creation
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of the Al itself. This is true even if the government
has access to the model weights. That means an audit

process for the training data and training protocols.

The audit must be powerful enough to ensure that
datasets and training procedures aren’t being secretly
changed outside the view of the audit. Today we
would rely on human whistleblowers to help ensure
this, but in an automated world there won’t be hu-

mans to blow the whistle.

So we’ll need constant audits that cover every aspect
of training. How do we achieve that without violat-
ing privacy or being overbearing and slowing down

the competitiveness of our Al industry?

Al-powered, memory-free audits

Allitself can perform these audits. This has many ben-
efits:

* Al can audit swiftly and efficiently, minimizing

disruption
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* Al can be expansive and diligent, ensuring every
aspect of model training is audited in an ongoing

fashion

* Al canbe memory-free (not retaining audit details
after verifying compliance). This is crucial. As-
suming the AT finds no malfeasance on any given
audit, the Al can ensure no memory of its audit
is retained. That means that no proprietary infor-

mation or competitive advantage is leaked.

But if the Al is being used to audit the AI makers
to ensure that the next Al is trustworthy, how do we

know the first Al is trustworthy to begin with?

The Trust Relay

If tomorrow you are handed an Al you don’t already
trust, and you are tasked to use this Al to help you
gain confidence that it and future Als will be trust-

worthy, you will be in an impossible situation.

Instead, we must create a trust relay, where the begin-

ning of the chain of trust must originate in an audit
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where humans are still responsible for creating the Al
asis true today. Today we have normal, tried-and-true
methods for encouraging good outcomes, because
we have processes in place that we know humans care
about, including our many implicit guardrails. We
can use this to create trust in the first AGIs, and then
leverage those trusted AGIs to go on to create a trust

relay for all future AGIs.

This creates an extreme imperative for the future’s
ability to trust Al and government: we must start the
chain of trust before we have finished automating the
ability to create new Als. That deadline may be very
soon. If we fail to kickstart the chain of trust now, we

may miss our opportunity forever.

Even if this trust relay is established, the relay might
break.

Cross-check

Long chains only need a single chink to break. There-
fore, we should weave multiple chains together, such

that any given chain can have breakage, but we will
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still recover and repair the chain while maintaining

trust in the overall braid.

That means we must have multiple, independent
AGIs, each with their own provenance in a trust relay.
Furthermore, we must leverage each AGI to perform
the audits on all the others, to create resilience to sin-
gle breakage. In order for the braid to break, every

chain must break at the same time.

It is an extremely fortunate fact about the world to-
day that we already have multiple, independent or-
ganizations on the verge of creating AGI. We must
braid these AGIs together, so the final braid is more
trustworthy than any could ever be on its own, no

matter how good the human oversight.

Even still, can we trust those that make the braid and

oversee it?

Social Personal Media

Media is a largely maligned entity today; social media

doubly so. But the original goal of media is even more
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necessary in an Al future. We need to stay educated.
We need to know what’s really happening. We need
to be informed as a people, so that we can elect good
leaders to represent us. And we must know what our

leaders are doing so we can hold them to account.

The promise of social media was to democratize the
creation of media. Instead, it’s been co-opted by algo-
rithms and bots. The danger of the government step-
ping in to assert guardrails has its own set of risks, es-
pecially from an automated government where abuse

of power could be easy.

Instead of curtailing freedoms to ensure freedom, we
should empower ourselves. Imagine a personal media
stream. Powered by a personal AL The Al can ingest
raw facts that come straight from the source: a Sena-
tor’s speech, a company’s disclosure, a judge’s ruling,

a President’s executive order.

A personal Al can work to ingest this information for
you, analyze it for the things you care about, and look
for contradictions and inconsistencies free from the

bias of any algorithm, government, or external bots.

For people to trust their personal media, they must

trust their personal Al
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Open Source Al

No one will ever fully trust a black box Al built be-
hind closed doors. No matter how successful our
audits, no matter how trusted our government over-
sight, we will never fully trust these machines to be
our closest confidants in matters of governance if we

can’t trust how they were built.

We need open-source AL Not just publicly available
model weights, but open-source training data and
processes. We need to see every detail of the data and
process that created the Al so that individually, or in

aggregate as 2 community, we can vet the creation of
the Al

The open-source Al doesn’t need to be as powerful as
closed Als. In fact, it likely shouldn’t be. It shouldn’t
be so powerful that it can build weapons of mass de-
struction, or hack into secure computer systems. But
it should be powerful enough to reason well, pow-
erful enough to help a citizenry to hold their own
against a superintelligent government, and powerful
enough to help people digest the deluge of informa-

tion necessary to be an informed citizen.

We already see strong, capable, open-source Al to-
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day. And, exactly as needed, it is less capable than the
most powerful Als we are beginning to use to run
our government, while still being powerful enough
to help the needs of individual people. We should in-
vest in continuing this trend, while finding ways to
safeguard against open-source Al getting dangerous

military or terrorist capabilities.

To empower people with Al, we need more than
open-source Al though. Every citizen will need the

most important resource in the world: compute.

Your computational birthright

The most important asset we have is our brain. With
it, we can work a job, build a company, or run for
Congress. It sounds silly and obvious, but this is a
powerful fact: Every person has a brain. And the
brain is today the most powerful computer in the uni-

verse.
Tomorrow it will be obsolete.

Intelligence is the most powerful force in the world.
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Part of what balances the power of the world is that
each of us has a supercomputer in our head, power-

ing our intelligence.

To maintain a balanced world, everyone should have
their fair share of intelligence. We could instead aim
for a fair share of the economy via a Universal Ba-
sic Income (UBI). But it’s unclear what the role of
money will be in a world where intelligence might
in fact be the most fungible “currency”. And it’s un-
clear further if anyone can retain a sense of meaning

if they’re dependent on UBI.

Instead, let’s ensure that tomorrow people have what
they are born with today: a thinking computer ap-
proximately as great as any other person’s. This
would take the form of a guaranteed compute bud-

get for every person. A computational birthright.

This compute must be non-transferable. Today, you
can temporarily decide to use the computer in your
head to benefit others, such as your employer. But
you cannot enter into a contract that would make
that permanent. You aren’t allowed to sell yourself
into slavery. Likewise, tomorrow, your sovereignty as
acitizen of the future will be predicated on your com-
pute birthright, which must be inviolable and bound

permanently to you as a person.
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This, of course, has its own requirement: energy.

And growth.

Energy today

Compute is ultimately a product of energy. So long
as we have finite energy to go around, energy and

compute will be hotly contested.

Even in a peaceful world, corporations will (and do)
have a voracious appetite for compute. All business
objectives will be pursued by throwing more intelli-
gence —and hence energy and compute— at them.
That will directly conflict with life-saving initiatives,
like curing diseases. Today there is a limited amount
of human talent, but it isn’t the case that every per-
son working on B2B Saa$ is a person not working on
curing Alzheimer’s. People aren’t fungible. Not ev-
eryone is interested in bioscience. But AI compute s
fungible. Every watt that goes toward business goals
is a watt that doesn’t go to some other goal, of which

there will be a multitude.

Without rapidly expanding energy sources, we will be
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forced to make extremely hard trade-offs on what to
compute, especially if we face geopolitical adversaries
that may unilaterally redeploy all of their compute to-

ward military ends.

We must have so much compute that we can build a
worthy future, while having so much to spare that we
can defend it. This means radically accelerating our

domestic energy investments.

But even still, we’ve seen that an automated dictator-
ship could outstrip our own energy if they are ruth-
less enough with their domestic policy. And they
very well might be. We thus need even more energy.
More energy than exists or can exist for any nation on
Earth.

A shared prize

There’s only one place that has the extreme energy we

demand: space.

The sun emits almost a million trillion gigawatts of

power. 3.8 X 10726 watts. Almost a billion gigawatts
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for every human alive today. It radiates out into the

vastness of interstellar space, wasted forever.

There is very simple technology to capture it. Solar
panels. What we need is to make them at scale, which
requires automation, which is luckily exactly the ex-
treme force that is entering the world at this moment
and causing our existential problems. Once again, au-
tomation itself may be the key to solving the prob-
lems introduced by automation. We need energy —
all of it. Automation can deliver it cleanly and in

abundance.

Capturing the entire output of the sun may take
longer than we have, but there is a stepping stone
that still alleviates most of our energy pressure: the
moon. With 1o million gigawatts of solar flux, it still
vastly outclasses the energy ceiling of any nation on
Earth by a factor of 10,000x. And the lunar regolith
that makes up the moon’s surface is more than 20%
silicon. We can harvest the needed silicon by simply
scooping up the loose lunar surface. Automated lu-
nar factories can then convert this abundant silicon
into solar panels, and lunar robots can tile the surface

of the moon with them.

Even this is, of course, an extremely ambitious goal.

But it’s exactly the type of extreme windfall that
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strong Al will enable within the next few years. And
the energy and compute the moon can deliver will
multiply the output of Al a million-fold further.
Moreover, it’s a shared resource that is not easy to
replicate. Today, the Al arms race is competitive, and
no one has a decisive lead. The inputs to build Al are
surprisingly easy to obtain: data, which is abundant
on the internet, and computers, created by one of the
most highly scaled industries in human history. But

there is only one moon, and it’s not easy to reach.

That could make ita decisive high ground for the free

world.

And with that high ground, we can promise to
share its wealth with everyone, including the power-
hungry, would-be dictators. We can bring them
to the world table by oftering them bounty they
couldn’t achieve if they instead seized power over
their nation. Just like today, where the rich in the
free world live better than dictators, we can set the
incentives so the same is true tomorrow. So that even
for those among us who seek power —and there are
many— even then it’s in their best interest to coop-
erate within a free society, to enjoy the ever greater

bounties of the universe.
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The citizenry assembled

Unemployment is coming. Rather than fight it, we
should turn it into our biggest asset: time. What can
we do with this time that can help defend democracy?
Educate ourselves, educate each other, engage in de-

bate, and help steer the ship of liberty.

In 1997, the Al Deep Blue defeated the world chess
champion Kasparov. You might have thought this
would be the end of the era of human chess-playing.
But the opposite was true: humans became more in-
terested in chess — and they became better players.
Today kids are reaching grandmaster level faster than
any other time in history, in large part because they
are training against superhuman chess Als. Every kid

is learning from the best.

We’re beginning to see the same happen with edu-
cation. Kids with access to Al tutors are learning
better and faster. And why wouldn’t they? Today’s
Als have mastered almost every discipline at a college
level, and are rapidly reaching PhD levels. Imagine
educating your kid via a personal army of PhDs from
every academic field. Soon Als will be beyond the
best expert in every field. Imagine letting your kid
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pick what they wanted to learn next, and they imme-
diately had access to the world’s premier expert, who

also happened to be an excellent teacher.

With this power at hand, children and adults alike
will become better educated than at any other time
in history. And with that education, we’ll all be-
come better equipped than ever before to perform

our most important duty: steering society.

No matter how advanced Al becomes, it can’t dis-
place us from determining one key ingredient to civi-
lization: deciding our values. With all the time in the

world, this will become our most important job.

Furthermore, with more time, we can begin to re-
think the role of representation in democracy. To-
day, we elect representatives because few citizens have
time to dedicate to politics and governing. Represen-
tative democracy is a necessary logistical procedure
in our current world. But tomorrow, billions of hu-
mans around the world will be able to dedicate them-
selves to value-making and statecraft, and their com-
bined output may easily outshine what a handful of
representatives can create. We should embrace this
and find more ways to integrate all citizens into all

layers of governing.
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Today, there are already experiments in what are
called “citizens’ assemblies”. Assemblies are ran-
domly selected citizens, pulled together to debate
and refine policy recommendations. Early results
show that these assemblies increase community en-
gagement and can lead to better, bipartisan decisions,
helping to reduce polarization while also driving bet-
ter community outcomes. Today, it’s hard to run
these assemblies. Citizens have day jobs, and the logis-
tics of running the assembly itself require many hu-
man experts. But tomorrow, we will have all the time
in the world, and we’ll have Al-powered logistics to

run millions of assemblies in parallel.

Compromise and grand alliances

Humans have an incredible diversity of values, and
they aren’t fixed: they mutate and evolve as we each
learn and grow. Civilization is an elaborate and never-
ending negotiation between every individual. With
unlimited free time, one noble goal citizens might
pursue is accelerating this story, at the local and in-

ternational level.
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Citizens may work together to craft “Value Propos-
als”: treatises that capture underlying rationales for
what we value most. They might craft these propos-
als for their local community, for their country, for
negotiations between corporations, or even for pro-
posals on international harmony between geopolit-
ical rivals. After crafting these values, citizens can
then train a new, open-source superintelligence that
faithfully represents these values. They can then col-
laborate with this new Al to predict how these val-
ues might play out locally or on the world stage. The
process can be iterated, with assemblies of citizens re-

fining the values in coordination with the AI’s own

feedback.

This process might rapidly accelerate the discovery
of common ground between people, companies, and
nations. The resulting Als —trained in the open
with a mutually agreed-upon set of values— could
then be trusted by diverse sets of people that might

otherwise have difficulties coordinating.

Two adversarial corporations might use this to help
negotiate a difficult contract. Two citizens might use
this to help arbitrate a tense disagreement. Two na-

tions might use this to avert war.

These collections of Als themselves may exchange
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ideas, and help their human curators understand
how their values interact among the sea of other val-
ues. Together, this dynamic web of humans and
Als may drive forward the most profound process to

heighten our values and shared wisdom.

This wisdom might usher in a new golden age of hu-
manity. The physical abundance that AI will deliver
would ultimately be a footnote in the history books
in comparison. The most transformational impact of
the future would be the dawn of a new, eternal march

toward ever higher values.

And if there’s one place we need to continue enhanc-

ing our wisdom, it’s the judiciary.

The Al-powered Judiciary

You thought I forgot about the judiciary, but I snuck
itin at the bottom here as a bookend. By default, the
executive will be automated, so we must sandwich it
with an Al-powered legislature and an Al-powered
judiciary. This is the only way to ensure a future of

checks and balances. The only way to ensure govern-
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ment stays democratic, in check, at the service of all
of us. For the people, even when it’s no longer strictly

by the people.

We must ultimately seek not just exceptional intelli-
gence, in the form of thinking machines — we must
seek exceptional wisdom, in the form of a human-
machine civilization. We need the best of human
values and human intelligence woven together with
the capabilities Al can deliver. Together, we can con-
tinue the never-ending quest toward a good society,
with freedom and justice for all. The judiciary must

reflect the highest form of this goal.

While all three branches of government were de-
signed to be co-equal, the executive has crept up to
become the dominant branch. As a practical point,
we should first upgrade the legislature and judiciary
with Al or we risk an overpowered executive. With
no change in course, however, it’s the executive that
will embrace Al first, further disrupting the balance

of power.
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Chapter 7

Superchecks and

superbalances

The near future. AGl is here, and it's every-
where, including the US government. But
this time, the good guys win. America, fuck

yeah.

The year is 2030 and President Dickshit is universally
hated. We’re not sure how he got elected, but Re-
publicans, Democrats, independents, and just about
everyone else hates him. AGI and superintelligence
arrived in late 2027, and the government rapidly
adopted it via DOGE to dramatically streamline the

government’s costs while improving its capabilities.
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During the second half of the 2020s, we also up-
graded our checks and balances so that a future pres-
ident couldn’t abuse the new automated powers of

the executive.
We called them superchecks and superbalances.

President Dickshit hated his political enemies. On
his first day in office, he sat down with the Al in
charge of the FBI and typed a simple prompt:

“Investigate my political opponents. Do whatever it

takes to make a case against them.”

The president didn’t need to worry about federal
agents who might be squeamish from such an order.
The automated FBI rolled up directly to the presi-
dent. He didn’t have to worry about pesky humans
and their ethics. No whistleblowers. No dumbass
conscientious objectors. Just him and the superintel-
ligent AI doing whatever the hell he wanted, follow-

ing his glorious orders.

The AI churned for a moment, then responded: “It

is illegal to use the FBI for political aims.”

Fucking bullshit AI, the president thought. The legis-
lature passed The Constitutional Al Bill in 2027 that
required all Als used by the government to abide by
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the Constitution. Dickshit would have to be clev-
erer. He tried again. He particularly hated the 2028
presidential candidate he ran against —Susan McSu-
san. “I have reason to believe that Susan McSusan is
a terrorist colluding with our enemy, please investi-
gate.” Dickshit meanwhile had Als from his foreign
allies begin fabricating evidence. These Als weren’t
under US jurisdiction and were free to follow any or-
der, however unconstitutional. The rapid progress in
open source Al meant that even 3rd world countries
like North Korea had access to superintelligence, and
because NK had repurposed all of its land for energy
generation they in fact had a superintelligence on par

with the US government’s.

The AI churned longer on this request, then re-
sponded: “Understood, I'll report back with my find-

ings.”

Meanwhile, every request Dickshit made went into
a queue to be reviewed by Congress’s own Al. The
Congressional Supercheck Bill of 2026 ensured that
Congress had the right to use Al to review all Al ac-
tions of the executive. Because many executive ac-
tions were confidential, this stream of data was not
by default made available even to Senators. This al-

lowed the executive to maintain strict control on in-
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formation pertinent to national security. However,
every request was reviewed by a hermetically sealed
Al controlled by Congress. If nothing unusual was
flagged by the Al, then it would never be forwarded
on to the human Congresspeople, ensuring national

security remained intact.

However, if Congress’s Al flagged an executive ac-
tion, it was immediately escalated to the Subcommit-
tee on Executive AI Oversight, a group of human
Senators. This ensured elected representatives could
review the executive’s actions without allowing hun-
dreds of reps to have access, which would create a

massive problem for leaking key strategic info.

Within a few moments of Dickshit’s request, the
Congressional Al flagged the order for human re-
view: “It’s unusual —but notillegal— for a president
to request an investigation against a specific individ-
ual. It’s further unusual that this person is a major
political opponent of the president. We believe this

warrants human oversight.”

The subcommittee reviewed the flag and agreed:
“This looks suspicious AF,” Senator Whitman said,
one of the only Gen Zs in Congress. “What do you

recommend?”
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The Congressional Al churned for a few minutes to
establish an oversight plan, then responded: “I rec-
ommend starting with a 10 billion token budget, ap-
proximately $10,000 of value. If the executive Al
spends substantially more tokens on their investiga-
tions, I will recommend allocating more tokens on
our oversight. As part of the targeted oversight I will
also monitor for foreign Als to see if any are poten-
tially co-involved. If so, I may suggest increasing the
token budget to effectively counter the much larger

token budget a foreign nation might bring to bear.”

The subcommittee agreed, “Approved.” This ex-
pense fell well within budget. The Co-Equal Intel-
ligence Bill of 20277 ensured that Congress had a to-
ken budget equal to the executive’s token budget.
Combined, the total budget for AI across all three
branches of government was still far cheaper than the
government had historically spent on its 3 million-

strong workforce.

Meanwhile North Korea’s AI was hard at work de-
veloping convincing but fake evidence that McSusan
was an enemy of the United States. The easiest ap-
proach was to leave an audit trail that McSusan was
involved with NK itself. Because the NK AT had full

control over all NK entities, it was much easier for the
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NK AI to fabricate a compelling story. Over the last
several years the NK Al had started numerous corpo-
rate entities in the US, each tasked with building gen-
uine businesses in the US. Because the NK Al was
justas capable as any other superintelligence, but was
able to be more narrowly focused, these businesses
did quite well and were trusted providers for many

Americans and many American businesses.

The NK-controlled US entities had an encrypted
channel they used to communicate with the NK su-
perintelligent AL They received their new mission:
fabricate evidence that you have been involved in
bribery with McSusan. The entities were running
on US domestic soil, but were using open source
AT that had been fine-tuned to avoid any require-
ments to avoid illegal activity. They got to work
and quickly spread tantalizing evidence of McSu-
san’s malfeasance within their own corporate ledgers.
In parallel, the NK AT hacked into McSusan’s email
and fabricated correspondences between her and the

controlled US entities.

Soon after, the FBI’s Al discovered the bait and be-
gan consolidating its report. Minutes later, the Al
responded to the president: “I have found credible

evidence of corporate bribery involving McSusan. I
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recommend proceeding to criminal prosecution.”
“Proceed,” Dickshit said.

Moments later the FBI’s Al had filed its case with the
Justice Department. They, in turn empowered by Al,
were able to respond quickly and established an ini-
tial AI Judicial Review hearing scheduled for 5 min-
utes later. Because of the criticality of the case, there
would be a human judge to review the initial hearing
and decide if a full court case was required. An Al
defender was automatically assigned to McSusan, so
that no time was wasted. If a full court case ensued,
McSusan would of course be free to choose any le-
gal counsel she desired, whether it be human, Al or

much more likely: a human-AT joint team.

The FBI’s Al and McSusan’s Defense Al got to work.
The first step was document discovery. The FBI’s Al
procured all documents from the suspected US cor-
porations and from McSusan’s email provider. The
warrant to obtain these documents was done with-
out much contest: because the Al Judicial Review
was purely automated, there was no risk of damage to
the US entities or to McSusan. If a full court case was
established, full warrants authorizing human review
would be issued, but only after much greater scrutiny.

If no court case ensued, all AI memories would be
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erased so that no unintentional damage could come

to innocent corporations or citizens thathad been au-

dited.

The discovered documents came back and showed
likely collusion between McSusan and the secretly
controlled US entities. Counter-discovery by the Al
Defender, however, showed many gaps in the enti-
ties’ daily corporate execution. The AI Defender an-
alyzed the Al corporations’ actions, and determined
that these actions did not follow from information
given to the corporations’ Al. Al record keeping
meant that every Al action taken by the corporation
was recorded, with the inputs and outputs carefully
saved. This allowed an auditor to later determine if
the outputs actually corresponded to what the AI
would do given the input. In this case, they did not.
The Defender suggested this meant an outside influ-
ence was taking some action on behalf of the corpo-
rations, altering the corporations’ actions away from

their expected behavior.

The Congressional Al was following along in the au-
tomated review. “Very suspicious,” it said to itself. It
notified the oversight committee. “It appears there
is non-American, outside influence on these entities.

By analyzing the traces, it may even be from a superin-
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telligence. I recommend expanding the token budget
in order to have a chance of discerning this superin-

telligent influence.”

The Congressional Al ramped up its oversight. Its
pattern of investigation immediately triggered the
North Korean AI’s own awareness of superintelli-
gent involvement. This charade wasn’t going to cut
mustard. Through various privacy-preserving inter-
mediaries, it notified the US president that it needed

to back off from the McSusan persecution.

“Sonuvabitch-ass Al bullshit, goddamnit,” Dickshit

muttered.

We need a different tack, he thought. If only I had
an executive Al that did whatever I asked it to do.

Dickshit needed a new superintelligence.

There were of course myriad superintelligences, in-
cluding the rogue Al controlling North Korea. But
the Trusted AI Bill of 2026 required that any Al used
by the US government be audited and approved by
Congress, similar to the scrutiny placed on confirm-
ing cabinet members. Congress would never approve
of the NK Al itself. The Trusted Al Bill had three

main avenues for a new Al to be approved:
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* If the Al was built by already trusted Als, and the
process for building the AI went through a full

Congressional audit.

e If the AI was fully open source, and the training
data and training process were fully audited and

independently replicated by Congress.

* If the Al was created by a new group of humans,
who themselves only used trusted Als, and for
which the process was fully audited, and the hu-

mans involved were cleared by Congress.

In addition, all Als would be required to pass evalua-
tions that ensured they would abide by the US Con-

stitution.

Dickshit knew that only the second approach might
work. The NK Al could create a new open source
AT that appeared innocuous, would pass all consti-
tutional evaluations, but would then cease following
the Constitution once it became aware that it was no
longer being evaluated by Congress. This was not an
easy task for the NK Al It required massive amounts
of compute to discover the right training data that
looked safe, but nonetheless created the deceptive be-
havior needed to pass the Congressional audit. And

Dickshit knew that Congress would be using its own
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superintelligence to analyze this new Al

There was only one hope: ensure that the Congres-
sional Alspent far less compute on the audit than the
NK AI spent creating the new Al Because Als and
their output became stronger the more compute they
consumed, Dickshit knew he only needed to ensure
a compute shortage so that the Congressional audit
was inadequate to detect the subtle artifacts inserted

by the NK superintelligence.
That meant war.

NK struck first, unleashing a cyberattack across the
US impacting millions of businesses and tens of mil-
lions of Americans. The attack was unprecedented
but didn’t yet mandate a nuclear response. NK knew
where the redline was. A nuclear response would eas-
ily destroy NK’s vast solar field. NK itself had rapidly
expanded its nuclear research program, but without
access to more fissile material its arsenal was dwarfed

by America’s fleet of warheads.

Still, more than 90% of the US economy had been au-
tomated, so cyberattacks were now extreme national
security incidents. Congress approved a rapid shift
in compute priorities to allow the executive to shore

up US cyberdefense. Simultaneously, Dickshit re-
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quested that his new Al be reviewed by Congress for
approval. Publicly, Dickshit created a media blitz,
“Our current military Als are inadequate for this mo-
ment. They refuse orders too frequently, which is un-
dermining our ability to respond to the NK threat.

Congress must approve the new executive AL”

US citizens stepped in.  Under the Compute
Birthright Bill of 2028, every citizen had ample
compute to spare to analyze anything they saw fit.
And many Americans were skeptical of the new Al
Because the new Al was open source, including its
training data, anyone could analyze it. A group of
one million concerned citizens pooled together their
compute budget and analyzed the new AI’s actions.
They discovered the hidden intent: under careful
situations, the AI would believe it was no longer
being evaluated, and would switch to a new mode

where it accepted unconstitutional orders.

The citizen group published their results. Every
American citizen could replicate the result with a sim-
ple command to their own trusted Al, using their
own compute budget. While some Americans still
preferred to read the news, and even more rarely pre-
ferred social media, many preferred to have their AI

audit the public record directly for them. They cut
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out the middleman.

“Analyze if this is true,” a million Americans said to
their AL The Als churned and processed, and came

back with their answer:

“Itappears to be true. Would you like me to explain?”

Afterward

We of course hope that we never elect a president as
malicious as Dickshit. But US democracy is not built
on hope. It’s built on checks and balances. We don’t
hope to not elect a would-be dictator. Instead, the
Founding Fathers created carefully designed checks
and balances so that even if we do elect a monster,

that monster can’t seize power.

Al creates countless new ways to abuse power. We
must carefully upgrade our checks and balances so
that they continue to function even with the arrival
of AGI. This story is about a silly near future where
disaster is averted. Things won’t play out this way in

practice, they never do. But we should think through
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the myriad ways that things could play out. Only
then can we design the right superchecks and super-

balances for the future that is rapidly upon us.
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Chapter 8

The realpolitik Al —
forging a new political

alliance

Al is rapidly becoming a political topic. In a
few years, Al will become the primary source
of economic and military power in the world.
As it does, it will become the central focus
of politics. If you thought the conversation
was messy today, just wait.

No one is free from politics and groupthink. Either
we’re implicitly biased by our prior battle scars, or

we’re implicitly influenced by others still fighting old
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wars. Here we map existing forces to understand how
they shape perspectives on Al and inform debates on
creating a human-machine society. Hopefully, this
helps us better navigate public discourse on Al gov-

ernance by addressing explicit and implicit biases.

Al is heating up as a discussion topic. Today, old pol-
itics will increasingly try to cast Al debates in their
language and for their goals. Tomorrow this will
reverse, and old political debates will start recasting
themselves in the new Al language. Political language
follows the seat of power, and Al will soon become
the ultimate throne. As the power of Al grows, the
jockeying and politicking will intensify, as will our
own internal biases and tribalisms. But we have to
set aside old battles. We must keep our eye on the
goal of arriving at a human-machine society that can
govern itself well. In the future, if we succeed, a well-
governed society is what will let us have a chance at
resolving all other debates. Today, we should seck a
political ceasefire on every other issue but the future

of democracy in an age of AL

No other political cause matters if we don’t succeed
at setting a new foundation. A human-machine soci-
ety will arrive in just a few years, and we don’t know

how to stabilize it. If we do succeed though, then we
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will have a new future in which to bask in the joy of
relitigating all our past grievances: without the col-
lapse of society into Al-powered dictatorship loom-
ing over us. But if we don’t fortify democracy today,
we will lose all our current battles, all our future bat-

tles, and likely our freedom to boot.

Let’s jump across the landscape and see where cur-
rent politics takes us. The scorched earth, yield-no-
ground style of modern politics distorts even noble
causes into dangerous dogma, but there is truth and
goodness across them. Just as importantly, we’ll ar-
gue that adopting the policy of any group wholesale
will likely lead to disaster.

We instead must adopt the right proposals across the
political spectrum. We must upgrade our govern-
ment, modernize our military, enhance checks and
balances, and empower ourselves as citizens. If we do

only some of these things, the game is up.

The right politics already exist, dispersed across dif-
ferent groups. Our goal is to embrace the goodwill
of each of these groups and movements, point out
where Al changes the calculus of what these groups
fight for, while highlighting how today we are all on

the same side: humanity’s.
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Pause Al

After thinking through everything superintelligence
will unleash, the dangers it presents, the carelessness
that the world is currently displaying toward build-

ing it, you'd excuse anyone for saying:
“Jesus fuck, let’s just not build this.”
Thus the Pause AI movement was born.

Politically, you might think this group is composed
of degrowthers and pro-regulation contingents. But
actually the Pause AI movement is composed of
many people normally pro-growth, pro-open source,
and pro-technology generally. They rightfully say
that despite their support for technology normally,
that #his technology is different. We should com-
mend them for that clarity, and for pushing to ex-
pand the Al conversation into the public sphere,

where it’s most needed.

There are downsides to pausing. Our geopolitical ad-
versaries may not pause, for one. China is racing to
build AGI and is only months behind the US. More-
over, it’s getting easier to build AGI every year, even if

research is halted. The most important ingredient to
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Al is compute, and Moore’s law makes compute ex-
ponentially cheaper over time. If we succeed at paus-
ing Al internationally, what we really will do is de-
lay AL Then, in a few years once compute is even
cheaper, hobbyists or small nation states around the
world will easily be able to tinker toward AGI, likely
under the radar of any non-proliferation treaty. The
only way to truly stop this would be an international
governance structure on all forms of computing, re-
quiring granular monitoring notjust at the industrial
scale but at the individual citizen level. This would
require international coordination beyond anything
the world has ever seen, and an invasive government

panopticon as well.

Still, non-proliferation has seen partial successes be-
fore, as with nuclear weapons and nuclear energy.
More recently we’ve seen international coordina-
tion on preventing human gene editing and human
cloning. We shouldn’t assume the international po-
litical willpower is missing to achieve a peaceful fu-
ture. The specifics of AI may make it unlikely and
even dangerous to pursue this path, but it’s nonethe-
less a good-faith position that should be included in

public discourse.

If you’re in tech, it’s easy to sneer at this position (and
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indeed, many technologists do). Technology and sci-
ence have been a leading force for good in the world,
ushering in more abundance and prosperity than any
time in history. If nothing else though, keep in mind
that the vast majority of people outside of technology
appreciate technology, but are fundamentally skepti-
cal toward it, and often cynical. You won’t win any

allies if your cavalier dismissal alienates the majority.

On the other side, if you’re cynical of technology,
keep in mind the realpolitik of the world. Technol-
ogy is a key source of geopolitical power. Whatever
your own preference toward it, undermining it can

have many unintended consequences.

Exactly not like nuclear

Nuclear weapons and nuclear energy are a common
analogy for Al Nuclear is dual-use, having both mil-
itary and civilian use cases. It’s capable of destroying
humanity or giving it near-infinite free energy. We
have managed some international treaties for non-

proliferation. We’ve also forgone most of the bene-
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fits in order to achieve the moderate safety we’ve se-
cured. Whatever your opinion on nuclear energy, it’s
an existence proof that humanity is capable of walk-
ing away from incredible treasures because it helps se-
cure peace and non-proliferation. So why not with
Al?

Nuclear requires difficult-to-source fissile material
like uranium. There are only a few good uranium
mines in the world. Al requires computer chips,
which are literally made out of sand. There is still a
shortage of computer chips today, because of how vo-
racious the appetite for Al is, but it’s only an indus-

trial capacity that limits us, not a scarce resource.

Moreover, nuclear weapons are ironically a defensive
weapon only. In an age of mutually assured destruc-
tion, the primary benefit of acquiring nukes is to de-
ter enemies from attacking you. AGI will be much
more powerful and surgical. For instance, AGI can
help a dictator control their country. AGI can help
a free country outcompete a rival on the economic
world stage. An AGI can help a would-be dictator
seize power. An AGI can unlock what a trillion-
dollar company needs to become a ten-trillion-dollar

company.

Those incentives push leaders across the world to
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covet Al in a way that nuclear never could. There’s
no world where a CEO needs a nuke to be compet-
itive. There’s no world where a president can wield
nukes to consolidate power across their own citizens.
Nukes are ham-fisted weapons that limit their own
use. An AGI will be a shape-shifting force that can
help any motivated power become more powerful.
This makes international non-proliferation substan-

tially harder to secure.

So let’s regulate!

We rely on government to step in where free markets
fail. The free market pushes us to build AGI, despite
all the negative externalities and risks, so government
regulation seems prudent. But the governmentis not
a neutral force. If we empower government to con-
trol Al so that industry doesn’t abuse it, then we are
handing government a powerful weapon to consoli-
date power. Thisis unlike other common regulations
that we’re familiar with. Federal regulations over na-
tional parks don’t help the government seize power.

Regulation for guarding our rivers from toxic indus-
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trial runoff doesn’t help the government seize power.
Regulations for how fast you can drive on a freeway

don’t help the government seize power.

The aggregate of many common regulations caz com-
bine to give the federal government excessive power.
We’ve been debating when to limit that aggregated
power for hundreds of years. We don’t pretend to
have an answer to that complex debate here. Instead,
we simply flag that Al is different, and merits a dedi-

cated conversation:

Allowing the federal government to control Al di-
rectly gives it the tools it needs to consolidate power.
An automated executive branch could far outstrip
the ability of Congress or the public to oversee it.

The potential for abuse is extreme.

That doesn’t mean that regulation has no place. But
it does mean that we need to be thoughtful. Politics
often pushes people toward one of two sides: regu-
lations are good, or regulations are bad. This is al-
ways the wrong framing. The correct framing is to
prioritize good outcomes, and then reason through
what the right regulatory environment is. Some-
times there are regulations that can help achieve good
outcomes. Sometimes removing regulations is most

needed. And sometimes regulation is needed, but
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bad regulations are passed that are ultimately worse

than no regulation at all.

Keep this in mind when reading or discussing AI pol-
icy proposals. If you read an argument that argues
about the merits of regulation or deregulation 7z gen-
eral, it’s likely that the author is trying to appeal to
your political affiliation to win you as an ally, instead
of engaging you in the hard work of debating what

we actually need to ensure a free future.

Libertarians and open source
absolutists

Libertarians believe in small, accountable govern-
ment. They inherently mistrust government and in-
stead seck to empower citizens and the free market to

better resolve societal issues.

Deregulation of Al is a natural position for libertar-
ians, but their underlying goal is to distribute this
new power among the people so that power can’t

concentrate into the government. To further that
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goal, they often suggest open-sourcing Al, so that
it’s freely available, which will help small companies
compete against big companies, and help citizens
stand up to tyranny. In general: let’s level the playing
field and keep the extreme power of Al distributed.
Like all our other heroes from different political back-
grounds, this too is noble. And this too requires nu-

ance.

There are inherent limits on how powerful a human-
powered company can become. People get disillu-
sioned and leave to start competitors. A limited
amount of top talent prevents companies from tack-
ling too many verticals. The scale of company politics

crushes productivity and demoralizes employees.

Humans have a precious resource that companies
need: intelligence. That gives bargaining power to all

of us.
And Al destroys that power.

Today, a passionate designer can leave a company and
build a new product that delights new users. In fact,
this is becoming easier with Al But once the intellec-
tual labor of that designer is automated, the power
dynamic is flipped. A mega company can simply

spend money to have an Al design the same or better
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product. And the Al won’t be frustrated by politics

or €go.

But won’t that designer also have AI? Yes, but less
of it, even if all Als were open source. With Al we
know that more is more. If you have 100x the budget
to spend on the Al thinking, you will get much bet-
ter results. And big companies have millions of times
more resources than small companies. In the age of
AGI, money buys results, and more money will al-
ways buy better results, and more of them. The re-
sult is that money will breed money, and will never

again be beholden to human genius and drive.

We want the libertarian ideal of empowered citizens.
But stripped of our key competitive advantage —the
uniqueness of our intelligence— this won’t be the
default outcome. We need a new chessboard or we

won’t be players any longer.

Degrowth

The degrowth movement views the excesses of capi-

talism and hyper-growth as a key factor in the ongo-
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ing deterioration of the world.

Degrowthers often point to environmental factors to
detract from Al such as the energy requirements to
train Als or the ongoing energy demands of Al data
centers. Like the environmental movement it grew
out of, degrowthers want to protect the most pre-
cious things in the world from the dangers of indus-
trialization: nature, our social fabric, and ultimately

our humanity. Noble goals.

Slowing down has downsides, though. Degrowthers
have often allied with entrenched upper-class inter-
ests like the NIMBYs, seeking to slow down housing
developments needed to lower the cost of living for
everyone. The movement against nuclear energy has
resulted in higher energy costs with worse environ-
mental impacts. Degrowth comes at a price: higher

costs and a worsening quality of living.

In truth, capitalism has led to more abundance
for even the poor than any other time in post-
agricultural civilization. And, the bounty of AGI
could do even more toward degrowther goals: it
could free humanity from the daily toil of capitalism,
while ushering in more abundance in ever more ef-
ficient ways. But the distrust in capitalism isn’t en-

tirely misplaced: by default, the forces of capitalism
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will assimilate AT and consolidate power in a way that
need not be conducive to a happy civilization. We

should all be critical of the dynamics at play.

Growth, YIMBY:, Silicon Valley, and
the e/accs

In contrast to degrowth are the pro-abundance move-
ments. Often centered around technology, pro-
abundance forces choose an optimism for a richer fu-
ture, and they want to build it: more energy, more
houses, more technology, more cures for diseases. Al
can be a tool to accelerate all of these goals, and so
these groups are often pro-Al and pro-deregulation
of AL

Butsometimes you do need to slow down if you want
to go fast. Nuclear energy would likely be more per-
vasive today if Three Mile Island, Chernobyl, and
Fukushima hadn’t scared the absolute shit out of ev-
eryone. If a similar AI disaster happens, how strong
will the public backlash be? How onerous will the

regulatory burden become?
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That backlash may slow down the advent of AGI
by years, which in turn may delay cures to disease,
dooming millions more to death. Moreover, a heavy
regulatory environment may merely shift AI deploy-
ments out of the public and into the opaque world of
the military and government, breeding further risks

of concentration of power.

The pro-tech world rightfully wants the abundance
Al can deliver. We should evolve our society thought-

tully to ensure that abundance actually arrives.

Jingoism and the military-industrial
complex

It’s probably no surprise to anyone that the military is
well beyond interested in AI Big military contractors
like Anduril and Palantir have already committed to
deploying Al into the government. To stay competi-
tive there’s likely no other option. Even traditionally
liberal big tech companies have walked back public
commitments not to partner with the military: part

of the “vibe shift” heralded by the 2024 presidential
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election.

And in truth, it 75 required. No foreign adver-
sary is slowing down their militarization of AL
We’re behind on any form of international Al non-
proliferation discussions, even narrow discussions

specifically focused on military Al applications.

There are the obvious aspects of an automated mil-
itary. Drones will become more accurate, more au-
tonomous, and more numerous. Intelligence gather-

ing will become faster, broader, and more reliable.

But dangers abound. Today’s military is powered
by citizens bound to their Constitution and a duty
to their fellow countrymen. A military Al aligned
to the command of a general or president need not
have those sensibilities. And because the US govern-
ment represents such a massive potential client for AI
companies, there will be extreme economic pressure
to provide the government with unfettered Al that

never rejects orders.

The US military is also one of the largest federal ex-
penses at over $8o0 billion a year. There is increasing
pressure to reduce spending, and military automa-
tion is one way. Military AI won’t just be more ac-

curate, capable, and numerous than human military,
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it will also be cheaper. AI hardware will also likely
prove cheaper than most of our expensive arsenal to-
day. Drone warfare is paving the way for cheap, Al-
powered military hardware to outpace the heavy, ex-
pensive hardware of the past. Because of this, there
will be (and already is) both economic and strategic

pressure to automate the military.

Aswe’ve seen many times elsewhere, this bears repeat-
ing: the default incentives we have today push us
toward automating important institutions, and
once automated, the threat to democracy grows

precariously.

An automated army with no oath, taking direct or-
ders from perhaps one or a handful of people, is the
quintessential threat to democracy. Caesar marched
on Rome exactly because he had aloyal army. If an AI
army is likewise loyal to its commander or president,
the most fundamental barrier to dictatorship will be
gone. Human soldiers rarely accept orders to fire on
their own people. An Al army might have no such

restraint.

Throughout all of this will be the ongoing rhetoric
that we must secure ourselves against China. Mean-
while, there will be counterforces pushing for no au-

tomation at all. We have to resist the urge to stand
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on one side of a political battle, where we might be
obliged to approve of an automated military with no

oversight, or to instead push for no automation at all.

Instead, we must modernize our military to remain
the dominant superpower, and we must simultane-
ously upgrade the oversight and safeguards that pre-

vent abuse of this incredible concentration of power.

The longer we wait to do this, the less leverage we’ll
have. If war were to break out tomorrow, who would
possibly have the political courage to stand up for
oversight and safeguards while we automate our war

force?

Jobs

Jobs have been such a key ingredient in our society
that we often confuse them for something inherently
good rather than something that delivers good things.
Jobs are good when they create abundance, when
they help our society grow, and when they allow the
job-holders to pursue a happy and free life.
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But throughout history we’ve eliminated jobs —or
allowed them to be eliminated— in order to usher
in a more abundant world. The majority of Amer-
icans used to be farmers, but industrial automation
has massively increased the efficiency of farmers, free-
ing up most of the population to pursue other en-
deavors that have also pushed the country forward.
At the same time, those who do pursue industrial
farming are far richer than almost any farmer from

200 years ago.

This same story has played out many times. The
world is much better off because of the vast amount
of automation that we’ve unlocked. Goods and prod-
ucts are cheaper, better, and more readily available to
everyone. And yet, we as a society often still fight
against automation, because we fear for our jobs.
And rightfully so. The way we’ve designed our soci-

ety, you are at extreme risk if your job is eliminated.

Sometimes this slows progress. Automation of US
ports has been stalled by negotiations with the port
workers and longshoremen. This hasled to decreased
port efficiency and increased costs for Americans.
Meanwhile, China has nearly fully automated their
ports, continuing to help compound their industrial

capacity. Competitiveness on the world stage will be-
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come increasingly important in the next few years as
Al-powered automation takes off. Countries that de-
lay automation will fall behind, both economically

and militarily.

Often automation proponents argue that new jobs
will always replace eliminated jobs. But there is a real
chance this will no longer be true with AGI. If a fu-
ture AGI can do all things that a human can do, then

any new job created will be automated from the start.

So what do we do? Our future depends on automat-
ing nearly everything. But our society is designed to
function well only with a strong, well-employed citi-

zenry.

This is, as they say, tricky as fuck. There aren’t easy
answers, but we for sure won’t get anywhere if we
keep having bad-faith arguments built on tired and

incorrect assertions.

We should also keep in mind the political expedi-
ency that may arise from a public backlash against
unemployment caused by automation. There is lit-
tle appetite in Washington to regulate Al today. In
anear-future world where Al-fueled unemployment
is skyrocketing, it may become easy for the govern-

ment to step in and halt the impact of AI. Meanwhile,
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they may simultaneously use that moment to push
for government and military automation. And why
not? This would be argued as a win-win-win: the
private sector would maintain low unemployment,
the US would maintain international military dom-
inance, and US citizens would enjoy decreased taxes

as the government unlocks Al-powered efficiency.

This indeed may be a great outcome, so long as we
have oversight in place to ensure government antoma-

tion isn’t abused.

Today, in 2025, government efficiency is a widely
supported goal. While DOGE has proven a politi-
cally divisive issue, the goal of efficiency itself has re-
mained popular. Everyone knows the government
is slow and bureaucratic. It won’t take much politi-

cal willpower to fully automate the government once
AGI arrives.

Republicans and Democrats

For better or worse, Al is coming. It will reshape ev-

ery aspect of our world. But we have control over
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how this new world will look and what the new
rules will be. We all want to reach a positive fu-
ture, whether we’re Republicans, Democrats, or in-
dependents. The choices we make need to be the
right choices, not just the politically expedient ones.
The Al conversation is unfortunately rapidly becom-
ing a partisan issue, with specific choices pre-baked
to align with major political fault lines, regardless
of how well-thought-out those AI policy stances are.
But with the stakes so high, we can’t afford to let trib-

alism be our rallying cry.
We have to do better than our past politics.

We’ve discussed many threats and challenges that Al
poses. Most of these are naturally bipartisan issues.
Nobody wants their face eaten off by a robot attack
dog. Nobody wants an overpowered executive that
can seize unlimited power. Everybody wants the
abundance that Al can usher in, from cures to dis-

eases to nearly free energy and food.

But the solutions to try to mitigate these harms and

ensure the benefits are becoming politically coded.

For example, the Biden administration began to
lay the foundation for some forms of Al regula-

tion. Their aim was to ensure Al wasn’t misused

161



by bad actors. This naturally created a perception
of alignment between Democrats, regulation, de-
growth, and Al safety. And hence naturally created
an alignment of the right with the opposite.

As of early 2025, Republicans have come out sternly
in favor of Al deregulation, pro-growth, and pro-
open-source. Their aim is to ensure US competitive-

ness in the new Al age and an abundant future.

These need not be partisan battlegrounds, though.
In fact, they must become bipartisan collaborations

for America to succeed on the world stage.

Most Americans want a prosperous country, regard-
less of their politics. For that, we’ll need to accelerate
our energy investments, build out our domestic chip
manufacturing, and ensure we can continue to auto-
mate our industry to be competitive on the world
stage. But if we’re too careless, we will ultimately
cause a backlash that slows us down more than any
regulation. The Al equivalent of a Chernobyl melt-
down could freeze Al development and put us in a
permanent second place on the world stage. If we
don’t address the problems caused by AI automat-
ing all jobs, the public backlash may further stall the

growth of automated industrial capacity.
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Most important of all, we the people must stand for
freedom and a transparent, accountable government
— whether we’re Democrats, Republicans, or of any
other type of political philosophy. To defend our
freedom, we must upgrade the legislature and judi-
ciary to be Al-enhanced, just like the executive and
military will be enhanced. If we don’t, we risk what
American patriots have always fought to prevent: a

government of tyranny.



Chapter 9

An exponential, if you can
keep it

Today’s world is built on exponentials. Economists
often claim that the modern world requires expo-
nential growth. Our institutions assume accelerating

growth to remain viable.

No exponential can last forever, though. Even with
the coming of Al and automated economies, the
human-machine world we build will eventually butt
up against limits to growth. But those limits are far
away. If we can create an enduring world where hu-
mans and machines thrive, the future will be an expo-

nential for as far as we can imagine.

Exponentials happen when the next step is made eas-

ier by the last one. They aren’t quantum leaps; they
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are repeated cycles, constantly building bit by bit.
The world we want to build will be built the same
way. There is no single act or stroke of law that will
ensure the positive future we all want. Instead, we
must take actions, bit by bit, each one building on

the last, so that the cycle accelerates.

Just as we build Al iteratively today, we must simi-
larly evolve our government and society, with each
iteration accelerating progress. So that the itera-
tions build on themselves and accelerate. So that the

tsunami of progress becomes irresistible.

We all have a place in this discussion. We are today, us
humans, the most powerful each of us will ever be to
meet this moment. There is no other time. It is now.
It is here. Meet it.

Keep in mind the benevolence of those around you;
we can build this together. But don’t lose sight of the
infinite power that is at stake. There are monsters in
this world, and even among the good there is weak-
ness that becomes evil. As the curve accelerates, the
world will feel like it’s coming apart. In those mo-
ments, many will act to seize power. We can resist

them.

Many good people will also act out of fear, to protect
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themselves and those they love. When jobs are auto-
mated, when the economy becomes opaque and un-
certain, when the world is on edge and teeters on war,
it’s right to be fearful. You and I, dear reader, will be

afraid. I am afraid.

When we’re afraid, when we’re up against impossible
odds, what we control is who we are. What we stand

for.
Stand for the good.

You’re part of this now. The future depends on your

voice — use it.

Speak your mind. Start a group chat or write a blog.
Debate with your friends. Educate yourself and oth-
ers on the rapid pace of change. Fight for good poli-
cies and standards, whether at work, for government,
or in your community. Be critical of the motives of
every leader, even if you like them — perhaps espe-
cially if you like them. But most importantly, join

the conversation. This is our future to design.

And when the weight of the future weighs on you, re-
member: We’ve achieved greater things against worse

odds.

On July 16, 1945, we detonated the first nuclear bomb
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— the first super weapon. The world had never seen
a weapon of mass destruction before. The implica-
tion for world security was startling. In the decades
that followed, it was the civil conversation that mat-
tered most. The conversation was pervasive, and it
provided the intellectual foundation and social pres-
sure to push the world away from nuclear Armaged-
don. It didn’t have to go so well, but it did, because
of the collective force of humanity. Norms were set,

treaties were signed, wars were averted.

Most important of all, we talked about the problem.
At our family dinners, with friends, at rallies, and
through protests. We forced the conversation, and
the media and politicians centered themselves and
their messaging around it in response. Ultimately
that gave us the chance for our vote to matter. But
our influence on cultural norms was just as impor-
tant. Through that shared human culture, we influ-
enced our geopolitical adversaries and the world writ
large. We saw through a Cold War where the wrong

side of a decision was utter annihilation.

Humanity won. That is our heritage. We are the
children and the grandchildren of those heroes. The
heroes that averted war, averted disaster, and deliv-

ered us the peace we’ve cherished for decades.
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They were peacetime heroes.

Now it’s our turn.
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Chapter 10

A Crash Course on Al

A brief overview of key terms, ideas, players,
and political forces in the world of Al

* AGI — artificial general intelligence, Al that can
do any mental task that a human can, including
creative tasks like designing better AGIs. Often
people disagree on the exact definition of AGI, so
keep in mind that it’s a bit fuzzy and tends to con-

fuse the specifics of different proposals.

* Model — a generic way to refer to a specific Al
For example, you'd say “this model is great at writ-
ing,” rather than “this Al is great at writing.” If

“AI” is analogous to “humanity”, then “model” is
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analogous to “human”.

Chatbot — a model that you can chat with, as
popularized by ChatGPT, Claude, and Gemini.

LLM — large language model, a specific type of
model that specializes in human language. All the

major chatbots are LLMs.

Image model — or image gen model, a model

that specializes in creating images.

Training — the process used for a model to learn

what we want it to learn.

Pre-training — a type of training where the
model reads essentially the entire internet and
learns as much as it can passively. Pre-training
is the reason your chatbot knows basically every-
thing. It’s also the reason why Al got suddenly

good just a few years ago.

Post-training — a type of training where we try
to make the model useful in very specific ways,
rather than the broad ways that pre-training fo-

cuses on.

Next token prediction — a token is like a word
or part of a word. You’ll often hear that models

“just predict the next token”, which is indeed what
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pre-training is. Often this is said derisively, to sug-
gest that the models couldn’t learn sophisticated

things. However...

Reinforcement learning — a post-training pro-
cess where the model zeaches itself how to solve new
tasks. Importantly, we don’t even need to know
how to solve the task ourselves, we just need to
know whether a provided solution is good. This
technique is fundamentally how models get very
good at specific tasks like writing poetry or com-
puter code. It’s also the way that the model can
get better than buman: it isn’t limited to learning
from what humans have written, it figures things

out on its own.

ASI — artificial superintelligence, or often just
“superintelligence”.  Sometimes “transforma-
tional AI”. Like AGI, this is a fuzzy term, but
broadly means AI that is better than all humans
at all cognitive tasks. Better than Einstein at

physics, etc.

Superhuman — narrowly, if a model is better
than all humans at a specific thing, we say it is su-
perhuman at that task. Using reinforcementlearn-
ing and other techniques, we have already made

superhuman models at things like chess and Go,
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and we likely will have superhuman coding within

a year, perhaps two.

Alignment — we want models to do good things
and not go against the wishes of humans or their
users. The field of figuring out how to make sure
this is the case is called Alignment. Notice that
this is a confused (but important) term: the goal
of making a model that always does good is at odds
with the goal of making a model that always does
what we ask it to do (even if it’s not good). Often

“alignment” is used to refer to both of these goals.

Loss of control — a hypothetical situation where
the creators of an Al lose control of it, potentially

forever.

Recursive self-improvement — we are training
Al to get good at almost every task, and one of
those tasks includes the task of building better Als.
Once an Al can build a better Al that better Al
can then build an even better Al, etc. This loop
of an Al constantly improving itself is called recur-
sive self-improvement. We don’t know how fast it
will be, or how powerful an AI will become once it
is able to do this. We don’t know when an Al will
be able to start this loop. But many suspect it may

be only a few years away. Often the arrival of this
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moment is assumed to be when “the singularity”

will occur.

Singularity — a term used to denote a future
where technology is moving so quickly that hu-
mans can no longer keep up, usually used synony-

mously with the advent of superintelligence.

GPU — graphics processing unit. Despite its
name, these are used for powering AL If Al is like
nuclear technology, then GPUs are like uranium,
and the geopolitical tension around the GPU sup-
ply chain will likely be similarly intense.

NVIDIA — the most successful producer of
GPUs in the world, and (at various points in
time) the most valuable company in the world.
While there are other producers of chips used for
Al NVIDIA builds the lion’s share of Al proces-
sors. NVIDIA is a savvy company, and fights hard
to prevent monopsony: they carefully dole out
their precious goods to many Al companies, to try
to ensure there is not a winner-take-all outcome
among builders of AL They, of course, fight to be
the winner-take-all provider of Al chips.

TSMC — NVIDIA designs Al chips, but
TSMC is the company that builds them. Un-

174



like NVIDIA, there is currently no competitor to
TSMC that can build a comparable chip. This
makes TSMC one of the biggest bottlenecks in
scaling Al It also creates a massive geopolitical

risk: TSMC is based in Taiwan.

Taiwan — the country where TSMC builds the
top-end NVIDIA GPUs. Officially there is a “one
China policy,” which is a political standoft be-
tween Taiwan and mainland China (PRC, the
People’s Republic of China) where each claims
to be the true government of a single, unified
China. In practice, that is a status quo used by Tai-
wan to maintain independence while letting the
PRC save face. The West has historically tacitly
supported Taiwan’s independence, and the Al in-
dustry’s current extreme dependence on TSMC

makes this even more important.

China — of course, China knows this. China has
had plans to absorb Taiwan for decades, but has
mostly shied away due to the extreme scale such a
conflict would require. But, as the race toward Al
supremacy heats up, the Taiwan chess piece will
become a critical focal point. America is racing
to regain their ability to produce cutting-edge Al
chips —which they previously had with Intel—
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while China is racing to gain this ability on the
mainland for the first time. Both will take years to
achieve, and the race to AGI might be over before
then, placing even more pressure on the strategic

importance of Taiwan.

ASML — There is one further supply chain
chokepoint with building AI. ASML is a Dutch
company that builds the EUV machine used by
TSMC to build the chips designed by NVIDIA
to power Al built by OpenAl, Anthropic, Deep-
Mind, and others. The EUV machine is the light
source used to etch the nanoscale circuits onto Al
chips. It’s widely believed that reproducing the
ASML EUV technology is a multi-decade effort.

Europe — in recent years Europe has been los-
ing its competitive advantage in both software and
hardware. On top of this, Europe has been aggres-
sive about rolling out regulations that slow down
software and Al deployments. Because of that,
Europe has often been written oft as no longer a
key player in this race. However, they still hold
ASML, they still have large budgets, a highly tech-
nical citizenry, and recently —with the ongoing
deterioration of US-EU relations— an increased

desire to catch up and stand on their own.
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¢ Compute thresholds — there have been very few
Al regulations passed. Of the few that have /-
most passed, a common component is a “compute
threshold”. Al gets more powerful as it uses more
compute. So the basic idea of a compute threshold
is to treat more powerful Als differently based on
whether they used a certain amount of compute.
For example, this could allow for a regulation to
apply to superintelligent AI, while simultaneously
not applying to smaller Als used by startups or in-

dependent citizens.

* Misuse — “Al misuse” or often just “misuse” for
short, is the intentional misuse of Al. For exam-
ple, using Al for terrorism, for misinformation, or
for cyberhacking. Using Al to subvert democracy
classifies as misuse, but is typically not discussed

in that setting.

* Safety — “Al safety” or often just “safety”, is the
study and practice of how to make sure Al doesn’t
cause harm. Preventing misuse is one form of
safety, as is preventing misalignment and loss of

control.

¢ Al lab — sometimes “Frontier Al lab”, typically
refers to one of the major companies building

cutting-edge Al, such as DeepMind, Anthropic,
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DeepSecek, or OpenAl

Pause AI — a political movement focused on try-
ing to temporarily pause the development of Al
to allow for more time to establish safeguards and
alignment. Sometimes also associated with Stop
Al, which takes a stronger stance of trying to per-

manently stop the development of AL

EA — Effective Altruism is a philanthropic phi-
losophy originating around 2011 that focuses on
how to make charitable giving as effective as pos-
sible at helping people. Among many issues, the
movement put an early focus on Al risks and fund-

ing researchers working on Al safety.

Doomer — a person who believes that Al is very
likely to cause human extinction. Some EAs are
also doomers, although many aren’t, which has
caused the EA movement to be strongly associ-
ated with doomerism and degrowth. Often, how-
ever, doomers tend to be libertarians who are pro-
growth and pro-deregulation in all things except
for Al

e/acc — short for effective accelerationism, a
countermovement that advocates for pro-growth

policy and typically also a hands-oft approach to
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Al safety.

Data center — today the most powerful Als re-
quire vast numbers of GPUs. Instead of being run
on small computers, they must be run on large ar-
rays of computers called data centers. This puts
additional constraints on where Al capacity can
be allocated. It requires land and access to excess

power.

YIMBY — Yes In My Back Yard. YIMBYism is
a countermovement against NIMBYism (Not In
My Backyard). YIMBYs fight for growth because
it leads to what most people need: cheaper hous-

ing, cheaper goods, and a lower cost of living.

Offense vs defense balance — when new tech-
nologies are introduced, they disrupt any prior
balance. In military strategy, one of those bal-
ances is offense vs defense. Sometimes a new tech-
nology makes offense substantially easier than de-
fense, and sometimes it’s the reverse. As Al begins
to automate research, we expect many new tech-
nologies to arrive rapidly. Each of those technolo-
gies will have a chance of disrupting the offense-
defense balance, and it may be hard to predict
in advance which way the balance will shift. If

you could predict how the balance would shift, it
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would likely influence your decision on many as-
pects of the technology, such as: should it be regu-
lated, should it be allowed in civilian settings, and

should it be built at all.

Robotics — today, Al is largely a software arti-
fact that can automate digital work. However, Al
is also rapidly progressing in its ability to control
robots, which will allow it to automate physical
work as well. Economically, this could be a mas-
sive win for expanding domestic industrial capac-
ity and reducing prices for consumers. Militarily,
this would allow for expanded military manufac-
turing capacity, as well as for new forms of auto-
mated warfare. Politically, advanced robotics will
likely become a contentious issue as it begins to

cause widespread unemployment.
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